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Abstract Cross-docking is a new warehousing policy in

logistics which is widely used all over the world and

attracts many researchers attention to study about in last

decade. In the literature, economic aspects has been often

studied, while one of the most significant factors for being

successful in the competitive global market is improving

quality of customer servicing and focusing on customer

satisfaction. In this paper, we introduce a vehicle routing

and scheduling problem with cross-docking and time

windows in a three-echelon supply chain that considers

customer satisfaction. A set of homogeneous vehicles

collect products from suppliers and after consolidation

process in the cross-dock, immediately deliver them to

customers. A mixed integer linear programming model is

presented for this problem to minimize transportation cost

and early/tardy deliveries with scheduling of inbound and

outbound vehicles to increase customer satisfaction. A two

phase genetic algorithm (GA) is developed for the problem.

For investigating the performance of the algorithm, it was

compared with exact and lower bound solutions in small

and large-size instances, respectively. Results show that

there are at least 86.6% customer satisfaction by the pro-

posed method, whereas customer satisfaction in the clas-

sical model is at most 33.3%. Numerical examples results

show that the proposed two phase algorithm could achieve

optimal solutions in small-size instances. Also in large-size

instances, the proposed two phase algorithm could achieve

better solutions with less gap from the lower bound in less

computational time in comparison with the classic GA.

Keywords Cross-docking � Vehicle routing � Customer

satisfaction � Pickup and delivery � Genetic algorithm

List of symbols

Sets

P Set of pickup nodes (suppliers)

D Set of delivery nodes (customers)

N Set of all nodes

K Set of trucks

Indices

i, j, h Index of nodes

k Index of inbound/outbound trucks

R Receiving door at the cross-dock

S Shipping door at the cross-dock

Parameters

M An arbitrarily large constant

cij Transportation cost between node i and j

tij Transportation time between node i and j

[ai, bi] Hard time window for node i (i [ N)

[api, bpi] Customer satisfaction time window of node

i (i [ D)

di Demand of node i (i [ P)

T Truck capacity

F Fixed time of preparing trucks for unloading/

reloading process at the cross-dock
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V Variable time for unloading/reloading each

product unit

x Cost per time unit of deviation from customer

satisfaction time window

n Number of pickup/delivery nodes

Binary variables

xijk 1, if vehicle k travels from node i to node j; 0,

otherwise (i, j [ N)

uik 1, if vehicle k unloads demand i at the cross-dock; 0,

otherwise (i [ P, k [ K)

rik 1, if vehicle k reloads demand i at the cross-dock; 0,

otherwise (i [ P, k [ K)

qk 1, if vehicle k stops at the cross-dock for unloading

process; 0, otherwise (k [ K)

q0k 1, if vehicle k stops at the cross-dock for reloading

process; 0, otherwise (k [ K)

Continuous variables

ai Positive deviation from customer satisfaction time

window for node i (i [ D)

bi Negative deviation from customer satisfaction time

window for node i (i [ D)

lik Leaving time of truck k from node i (i [ N, k [ K)

fk Finish time of the unloading operation of truck k at the

cross-dock (k [ K)

sk Start time of the reloading operation of truck k at the

cross-dock (k [ K)

gi Finish time of the unloading operation of request i at

the cross-dock (i [ P)

Introduction

Cross-docking is a distribution strategy that enables the

consolidation of products from origins to destinations. In a

cross-dock, products are unloaded from inbound trucks and

directly reloaded to outbound trucks without long storage

in it. It is proved that the cross-docking in compare with

traditional distribution centers dealing with cost and stor-

age reduction, has shorter delivery lead time, better cus-

tomer servicing, fast inventory turn and less loss and

damage risks (Apte and Viswanathan 2000). Implementa-

tion of the cross-docking can decrease warehousing costs

up to 70% (Vahdani and Zandieh 2010) and decreases

transportation costs by using full trucks and consolidating

shipments (Apte and Viswanathan 2000). The most

important constraint in the cross-docking is the limited

time for products storage inside the cross-dock (e.g., 24 h)

(Schaffer 1998). In some cases like frozen products or

some kinds of drugs, the storage time might be even less

than an hour. Because of this characteristic, vehicle routing

and scheduling of inbound and outbound trucks play

important role in applying a cross-docking system (Lee

et al. 2006).

The vehicle routing and scheduling problem that is a

well-known combinatorial optimization problem is studied

more over the past decades. Transportation costs can be

reduced more by scheduling of trucks to visit customers.

Therefore, the vehicle routing and scheduling of inbound

and outbound trucks and consolidation process in a cross-

dock are the most important decisions in this kind of

warehousing. In addition, markets in the world become

more and more competitive, so companies must improve

their servicing to satisfy clients; beside of finding best

strategies to reduce their logistics cost (Anderson et al.

1997). One of the most important factors for customer

satisfaction is to deliver products in the period of time

which customers incline to receive their demands. Usually

preferred time limit is shorter than a regular time window;

for example, consider a shop as a retailer/customer in a

supply chain which its time window is formed from 8 a.m.

to 8 p.m. Vehicles can deliver products within its time

window, but the shopkeeper prefers to deliver demands

between 1 and 3 p.m. since the shop is not crowded.

Violation from the preferred time window is allowed but

might decrease customer satisfaction. It can be concluded

that the customer satisfaction level is straightly related to

routing plans and truck scheduling of distribution

companies.

In this work, we present a new approach to solve the

vehicle routing with cross-docking and time windows

focusing on customer satisfaction. The proposed approach

uses a two phase genetic algorithm to minimize travel time

and the number of unsatisfied customers. The paper

structure is organized as follows:

In ‘‘Literature review’’, a brief review on the literature is

presented. Problem description and mathematical formu-

lation are presented in the ‘‘Problem definition’’ and

‘‘Mathematic formulation’’, respectively. ‘‘Validity of the

proposed mathematical model’’ considers the mathematical

model validity. The proposed algorithm is described in

‘‘Proposed genetic algorithm’’. ‘‘Computational experi-

ments’’ reports the results of computational experiments

and discusses a sensitivity analysis. Finally, the conclusion

and directions for future research are given in ‘‘Conclusion

and future researches’’.

Literature review

Vehicle routing problem (VRP) is a famous optimization

problem. The classic VRP consists of planning the best

tours to serve a set of customers with known demands by a

fleet of vehicles from a single distribution center
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(Mosheiov 1998). The goal of this problem is to design a

set of tours for the vehicles, start and end their tours at the

distribution center such that all customers are visited with

minimum transportation cost (Çatay 2010). One of the

extensions of VRP is VRP with hard time window

(VRPHTW). In such models, vehicles must visit customers

in a limited period of time and early or tardy visits are not

permitted (Desaulniers et al. 2014). Some of the VRP

papers have been published in recent years considered

various characteristics for the problem (Afshar-Bakeshloo

et al. 2016; Barkaoui et al. 2015; Cheng and Wang 2009;

Desaulniers et al. 2014; Hashimoto et al. 2006; Lahyani

et al. 2015; Lalla-Ruiz et al. 2016; Lin et al. 2009; Mirabi

et al. 2010; Respen et al. 2014; Semet et al. 2014; Zibaei

et al. 2016). The pickup and delivery as a VRP extension

has been considered by Mosheiov (1998) and was solved

by two heuristic algorithms to minimize transportation cost

and maximize vehicles efficiency.

Most of researches and publications on cross-docking are

done in the last decade. Several cross-dock decisions have

been studied over these years. The problem is classified into

three categories: strategic, tactical and operational (Van

Belle et al. 2012). According to this classification, cross-

docking decisions can be analyses in these fields: location of

cross-dock, layout of facilities inside the cross-dock, dock

door assignment, truck scheduling, transportation, routing

and consolidation process. Napolitano et al. (2000) has

introduced different type of cross-docking operations and

benefits of cross-docking strategy. Physical characteristics

of cross-docks were studied by (Bartholdi and Gue

2000, 2004; Ratliff et al. 1999; Tsui andChang 1992;Vis and

Roodbergen 2008). Some papers focused on cross-docks

design to reduce the transportation cost (Apte and Viswa-

nathan 2000). Some authors have studied cross-docking as a

network and considered cross-docks in a supply chain system

that cross-docks location and customer allocations are

decision variables (Jayaraman and Ross 2003;Mousavi et al.

2014; Ross and Jayaraman 2008; Seyedhoseini et al. 2015).

In addition, most of the papers related to the operational

decisions focused on the trucks scheduling in cross-docking

system (Alpan et al. 2011; Arabani et al. 2011; Donaldson

et al. 1998b;Gholami et al. 2015;Konur andGolias 2013a, b;

Kuo 2013; Liao et al. 2014, 2013;Mohtashami 2015; Soltani

and Sadjadi 2010; Vahdani and Zandieh 2010; Yu and

Egbelu 2008). In addition, in the cross-docking literature, a

few number of researches considered both vehicle routing

and cross-docking together. Integrating these two decisions

can play an important role on system performance and can

reduce cross-docking system costs.

The vehicle routing problem with cross-docking was

first introduced by Lee et al. (2006). The objective was

minimizing the transportation and fixed costs of using

vehicles and it was solved by the Tabu search algorithm. In

their work products were transferred from suppliers to

customers by homogeneous vehicles in the time horizon. In

their model it was assumed that the vehicles must arrive to

the cross-dock simultaneously for simplifying the model.

Liao et al. (2010) proposed another Tabu search to solve

the same problem in better computational time and less

used trucks. They reported 10–36% improvement in the

objective function comparing to previous solution algo-

rithm. In another work, Prince (2004) introduced a hybrid

algorithm of PSO (particle swarm optimization), VNS

(variable neighborhood search) and SA (simulated

annealing) for solving the model and used Taguchi method

for parameter tuning. The proposed algorithm leads to

better results. Wen et al. (2009) considered same problem

with consolidation which orders after pickup phase are

consolidated at a cross-dock then immediately are deliv-

ered to customers. In consolidation phase, orders are

unloaded from inbound trucks and reloaded to outbound

trucks, while if a truck must deliver an order that picked it

up itself, consolidation is not necessary. The goal of the

model was minimizing transportation time and it was for-

mulated as a MILP and solved by Tabu search for large

instances. Musa et al. (2010) considered a transportation

problem in a network of cross-docks as an extension of

introduced model by Donaldson et al. (1998a) with two

types of transportation: (1) transferring from suppliers to

customers directly and (2) transferring through cross-

docks. They used the Ant colony algorithm to solve the

problem.

Santos et al. (2011) worked on a Branch and Price

algorithm to solve the vehicle routing problem with cross-

docking for minimizing loading and unloading cost in

addition to transportation cost. They showed that B&P has

better performance than the Branch and bound algorithm

for the problem. Hasani-Goodarzi and Tavakkoli-

Moghaddam (2012) introduced a vehicle routing problem

with split delivery with undefined number of vehicles with

different capacities. In addition each supplier and customer

could be visited with one or more vehicles. The model was

solved in small size with GAMS software. Then, Santos

et al. (2013) considered direct shipment from suppliers to

customers to minimize total transportation cost and they

proposed a Branch and Price algorithm to solve the

problem.

Dondo et al. (2011) have formulated vehicle routing

problem with cross-docking as a MILP model that con-

sidered a network with cross-docking strategy with direct

shipments. Although many characteristics have been con-

sidered in the integration of VRP and cross-docking but as

authors best of knowledge customer satisfaction has not

been focused in the previous studies of VRP with cross-

docking concept. In this paper, a mixed integer linear

programming model is presented for a vehicle routing
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scheduling problem with cross-docking focusing on cus-

tomer satisfaction and then a two phase genetic algorithm

is proposed to solve the problem.

Problem definition

The vehicle routing with cross-docking problem consid-

ered in this paper is a transportation problem in a three-

echelon supply chain that includes: suppliers, cross-dock

and retailers (customers). In this problem, orders are

collected from suppliers by a homogeneous fleet of

trucks and moved to the cross-dock for consolidation

process, then immediately delivered to customers. The

temporary storage in the cross-dock is not allowed and

orders must be delivered to customers without interval.

So beside of routing decisions, consolidation and time-

dependent decisions are important too. Hence, we are

faced with vehicle routing, scheduling and consolidation

decisions.

Figure 1 represents a small instance of our problem

including five suppliers, five customers and a cross-dock.

Trucks should pickup orders from suppliers and deliver

them to corresponding customers. Thus, customer A’ must

receive its order from the supplier A and other customers

must receive orders from their corresponding suppliers. All

inbound trucks of the cross-dock start their routes from the

cross-dock and collect products from suppliers. After fin-

ishing of the picking up operation, each truck must return

to the cross-dock for probable consolidation process.

Subsequently consolidated products should be reloaded to

outbound trucks to be delivered to customers. There are

some kinds of strategies in cross docking such as: one-to-

one, few-to-many, many-to-many and many-to-few

(Napolitano et al. 2000). All mentioned strategies are uti-

lized by different companies in the world. The proposed

problem is according to the first strategy. In the case that

products are unique and should be delivered to predeter-

mined destinations, the first strategy is utilized to establish

the cross docking system. For example, postal services

companies in all over the worlds have the same condition

as the mentioned assumption. US Postal Service where 148

Area Distribution Centers serve as cross docks, is one of

the largest companies of this kind of systems. The mails

should be picked up from origins and should be delivered

to their predetermined destinations. In such systems, the

pickup and delivery nodes are corresponding and there is a

one-to-one relationship between supplier and customer. In

addition, for the companies which products are not unique

with no predetermined destinations, other types of strate-

gies can be utilized.

Figure 2 illustrates a consolidation process. In consoli-

dation phase, orders are unloaded from inbound trucks and

reloaded to outbound trucks while if a truck must deliver an

order that picked it up itself, loading and unloading is not

necessary. According to aforementioned figures, orders 1

and 2 are collected from suppliers A and B by truck 1 and

they are delivered to corresponding customers by truck 2,

so products 1 and 2 should be unloaded from truck 1 at

receiving doors and reloaded to outbound truck 2 at ship-

ping doors. Similarly product 3 should be unloaded from

inbound truck 2 and reloaded to outbound truck 3. Product

4 is picked up from supplier D by truck 3 and is delivered

to customer D0 by the same truck without any loading or

unloading but product 5 should be unloaded from vehicle 3

and reloaded to outbound truck 1.

Fig. 1 A cross-docking system
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In this problem, we have a vehicle routing and

scheduling problem with time windows. There are two

types of time windows, first one is the time window which

has defined for all suppliers and customers. In this way, all

suppliers and customers must be visited during their own

time window and violation from this time is not allowed. In

real cases each customer has a tighter preferable time

window and product delivery during mentioned time will

have more customer satisfaction, so in this study customer

satisfaction time window (TWS) is considered inside of a

hard time window (HTW). The customer satisfaction time

window is the time window in which customers incline to

receive their demands. Deviations from this time window

are allowed but these deviations are accounted for in the

objective function as a dissatisfaction measure. Figure 3

represents these two types of time windows. According to

this problem, trucks should wait at customer nodes until the

hard time window is reached in case of earlier arrival.

Customers can not be visited after their hard time window.

The assumption and characteristics of our model are

presented below:

• A set of homogeneous vehicles pickup products from

suppliers and deliver to corresponding customers. In the

other words, trucks first accomplish the pickup tours

and subsequently perform the delivery tours. A com-

plete tour contains a pickup and delivery tour.

• Each node must be visited by only one truck, i.e., orders

are not splittable.

• Pickup and delivery tours should be started/end from/at

the cross-dock.

• Each customer demand has a predefined supplier, it

means products must be delivered to their correspond-

ing destination.

• Each truck has limited capacity.

• Unloading process for each truck must be finished then

reloading process can be started.

• Unloading process is started immediately after arriving

trucks at the cross-dock without any waiting time.

Fig. 2 Consolidation process

Fig. 3 Schema for two types of time windows
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• For loading and unloading process at the cross-dock,

fixed and variable times are considered. Variable time

depends on the product volume.

• Interrupting of loading and unloading process are not

allowed, e.g., pre-emption.

• The products which are picked up and delivered by the

same truck are not needed to be unloaded and reloaded

at the cross-dock, so remain inside the truck.

• There is no inventory at the cross-dock at the end of

planning horizon, so the total number of products

unloaded at the cross-dock must be equal to the total

number of products reloaded to outbound trucks.

Mathematic formulation

A mixed integer linear programming formulation is pro-

posed for the problem which is formulated as follows:

Min z ¼
X

i2N

X

j2N

X

k2K
cijxijk þ

X

i2D
xðai þ biÞ ð1Þ

X

j2P

X

k2K
xijk ¼ 1 8i 2 P i 6¼ j ð2Þ

X

j2D

X

k2K
xijk ¼ 1 8i 2 D i 6¼ j ð3Þ

X

j2P
xRjk ¼ 1 8k 2 K ð4Þ

X

j2D
xSjk ¼ 1 8k 2 K ð5Þ

X

i2P
xiRk ¼ 1 8k 2 K ð6Þ

X

i2D
xiSk ¼ 1 8k 2 K ð7Þ

X

i2P

X

j2P
dixijk � T 8k 2 K i 6¼ j ð8Þ

X

i2D

X

j2D
dixijk � T 8k 2 K i 6¼ j ð9Þ

X

i2P
xihk ¼

X

j2P
xhjk 8h 2 P 8k 2 K i 6¼ j ð10Þ

X

i2D
xihk ¼

X

j2D
xhjk 8h 2 D 8k 2 K i 6¼ j ð11Þ

ljk � lik þ tij �Mð1� xijkÞ 8i; j 2 N 8k 2 Ki 6¼ j ð12Þ

ljk �Mxijk 8i; j 2 N 8k 2 K i 6¼ j ð13Þ

ai � lik � bi 8 i 2 N 8 k 2 K ð14Þ
X

k2K
lik � bpi � ai 8 i 2 D ð15Þ

api �
X

k2K
lik � bi 8 i 2 D ð16Þ

uik � rik ¼
X

j2ðP[RÞ
xijk �

X

j2ðD[SÞ
xðiþnÞ jk 8 i 2 P 8 k 2 K

ð17Þ
uik þ rik � 1 8 i 2 P 8 k 2 K ð18Þ
1

M

X

i2P
uik � qk �

X

i2P
uik 8 k 2 K ð19Þ

fk ¼ lRk þ Fqk þ V
X

i2P
diuik 8 k 2 K ð20Þ

sk � fk 8 k 2 K ð21Þ
sk � gi �Mð1� rikÞ 8 i 2 P 8 k 2 K ð22Þ
gi � fk �Mð1� uikÞ 8 i 2 P 8 k 2 K ð23Þ
1

M

X

i2P
rik � q0k �

X

i2P
rik 8 k 2 K ð24Þ

lSk ¼ sk þ Fq0k þ V
X

i2P
dirik 8 k 2 K ð25Þ

Equation (1) minimizes the total transportation cost and

the cost of deviation from customer satisfaction time win-

dows. Constraints (2) and (3) ensure that each truck visits each

node once and each node is visited by one truck for pickup and

delivery process, respectively. Constraints (4) and (5) imply

that each inbound truck must start from the cross-dock and

each outbound truck must start from the cross-dock. In addi-

tion all of the trucks must be utilized. Constraints (6) and (7)

ensure that vehicles will return to the cross-dock at the end of

their tours. Constraints (8) and (9) ensure that the total volume

of transported products by inbound and outbound trucks must

not exceed their capacity. Constraints (10) and (11) indicate

the routs continuity, i.e., for each node if a truck travels from

node i to node j it must leave node j for both pickup and

delivery tours. Constraints (12) and (13) determine the trav-

eling time between two nodes if they are traveled consecu-

tively by the same truck. Constraint (14) implies that trucks

must visit nodes within their hard time windows. Constraints

(15) and (16) compute the deviation from customer satisfac-

tion timewindows.Consolidationdecisions are determinedby

constraints (17) and (18). According to these constraints: if

products are picked up from supplier i by truck k and delivered

to its corresponding customer i ? n, loading and unloading is

not necessary and products remain into the truck; if products

are picked up fromsupplier i by truck k but are not delivered to

its corresponding customer i ? n, products must be unloaded

at the receiving doors of the cross-dock; if products are not

pickedup fromsupplier i by truck k butmust be delivered to its

corresponding customer i ? n by that truck, products must be

20 J Ind Eng Int (2018) 14:15–30
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reloaded to truck k at shipping door of the cross-dock. Con-

straint (19) implies that truck k has a loading/unloading pro-

cess or not. Constraint (20) calculates total loading/unloading

time in the cross-dock for each vehicle. Constraints (21)–(23)

imply that reloading process should be started after complet-

ing of unloading process of all products. Constraints (24) and

(25) are similar to (19) and (20) for the reloading process.

Validity of the proposed mathematical model

In this section, we analyze the model validity by different

sensitivity analysis. Because of high needed computational

time,weutilized ahighperformance computer and solveda real

instance from a dataset introduced by wen et al. (Wen et al.

2009) with 40 nodes including 20 suppliers and 20 customers

with one cross-dock. The model was coded in GAMS software

version 24 without time limitation and a high performance

computer are used to optimally solve the problem on an Intel�

Core
TM

i7 3.3 GHzCPUand 16 GBRAM.To test performance

of the proposed model, results of different sensitivity analysis

are reported. Figures 4, 5 and 6 show the results obtained for a

real instance by analyzing of different parameters.

There are two parameters for unloading and reloading

products at the cross-dock including fix and variable time

for each vehicle. Figure 4, confirms that the transportation

cost will be increased by increasing of unloading and

reloading time. According to the Fig. 5, it can be con-

cluded that the number of unloads/reloads will be

decreased by increasing of unloading and reloading time in

the cross-dock. It shows that the model decides to suffer

more cost to prevent violating from the time windows.

Figure 6 compares results of two models VRPCDTW

and VRPCDTWS, in different scenarios. In the first one we

assumed that the length of customer satisfaction time

window is 40 min and in the next scenarios we increased

its length up to 120 min equal to hard time window. The

results have been reported in Fig. 6. It shows that when the

customer satisfaction time window is 120 min there is no

difference between two models and VRPCDTW and

VRPCDTWS will construct same network and routing

plans while with tightening of TWS, their performance gap

will be increased. Mentioned analysis confirms that the

presented model is valid and has reasonable performance.

Proposed genetic algorithm

Evolutionary algorithms are widely used by researchers to

solve complex problems and hard optimizations (Coello

2002; dos Santos and da Silva Formiga 2015; Ghezavati

and Beigi 2016). Genetic algorithm as an evolutionary

algorithm has been successfully used for solving NP-hard

problems, such as different supply chain management

problems (Izadi and Kimiagari 2014; Kannan et al. 2010;

Kuo and Han 2011; Raj and Rajendran 2012) and different

VRP problems (Elhassania et al. 2014; Karakatič and

Podgorelec 2015). In a GA, we have an initial population

including individuals that evolves during the algorithm by

genetic operators, i.e., selection, cross over and mutation.

Solution representation, initial population, GA operators,

termination criterion and selection methods are effective

parameters in performance of GA algorithm. Due to the

NP-hardness of this problem, in this paper a two phase

genetic algorithm is proposed. In the first phase a genetic

algorithm is applied for delivery process to find the best

feasible solution in a short time. In this phase just a

VRPTW problem is solved to find the best feasible solution

for starting the next phase.

In the second phase, GA keeps delivery solution that

was found by first phase and create a set of pickup solu-

tions. The set of pickup solutions beside of delivery

Fig. 4 The effect of increasing time of unload and reload
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solution (obtained by the first phase), construct a set of

complete solutions including pickup and delivery tours

together. It means that we have a set of complete tours

(including pickup and delivery) which have different

pickup tours with same delivery tour. Again a genetic

algorithm is applied for complete solutions to find the best

feasible pickup tours for selected delivery tour by the first

phase. In this phase consolidation decisions like: loaded/

unloaded products, fix and variable time for loading/un-

loading and customer satisfaction time windows are con-

sidered during the search. The main framework of the

proposed two phase GA is presented in Fig. 7.

Solution representation

A solution representation is a string that indicates problem

individuals used by algorithm to search the solution space.

So defining a good encoding method is really effective on

performance of the algorithm. The solution of our problem

with P pickup and D delivery nodes and K vehicles is

represented by a permutation of (P ? K - 1) numbers for

pickup, (D ? K - 1) for delivery and (P ? D ? 2K - 2)

for a complete solution. The chromosome of this paper is

presented in Fig. 8 containing 5 suppliers, five customers

and three vehicles. As mentioned before, a complete

chromosome contains two parts. First one is for pickup

tours and the second one for delivery tours. For example in

pickup solution with P suppliers and K trucks we have

P ? K - 1 genes for each chromosome. Numbers from 1

to P determine nodes and others are for separating tours by

each vehicle. In this example, genes 1–5 are suppliers and

6, 7 are separators. The reported chromosome in Fig. 8

shows that in pickup part, suppliers 1 and 2 are visited by

the first truck, supplier 3 is visited by the second truck

while it is between two separators and finally suppliers 4

and 5 are visited by the third truck in the delivery part.

Fig. 5 The effect of increasing time of unload and reload on the number of reload and unload

Fig. 6 The comparing between VRPCDTW and VRPCDTWS
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Fitness evaluation in phase 2

In this study to satisfy all constraints, some penalty terms

are added to the objective function to guide searching

process to the feasible region. There are two main con-

straints which are related to the customers hard time win-

dows and vehicles capacities, so the objective function of

Eq. (1) should be changed to the following function con-

sidering penalty cost of violating from mentioned

constraints:

fitness ¼ ð
X

i2N

X

j2N

X

k2K
cijxijk þ

X

i2D
x ðai þ biÞÞ

þ
X4

n¼1

cðTWVnÞ þ
X2

m¼1

kðCVmÞ; ð26Þ

where c and k are the penalties for violations from each

unit of the time window and capacity constraints, respec-

tively. Let TWVn (n = 1, 2, 3, 4) and CVm (m = 1, 2)

denote amount of violation from time window and capacity

constraints. According to constraint (14) for each chro-

mosome the violation of all customers’ time windows for

pickup or delivery tours are calculated according to

Eqs. (27)–(30):

TWV1 ¼
X

k2K

X

i2P
max 0; lik � bif g; ð27Þ

where TWV1 is total lateness from the hard time windows

for pickup tours of all suppliers.

TWV2 ¼
X

k2K

X

i2P
max 0; ai�likf g; ð28Þ

where TWV2 is total earliness from the hard time windows

for pickup tours of all suppliers.

TWV3 ¼
X

k2K

X

i2D
max 0; lik � bif g; ð29Þ

TWV4 ¼
X

k2K

X

i2D
max 0; ai�likf g; ð30Þ

where TWV3 and TWV4 are lateness and earliness from the

hard time windows for delivery tours of all customers,

respectively.

According to constraint (8), the violation of inbound

trucks capacity (CV1) is calculated as follows:

Phase 1: 
Step1. (Initialization)   

 1.1. Generate random solutions of delivery tours as an initial population 
Step2. (Evaluation) 
    2.1. Calculate the fitness value of a VRPTW for each solution (delivery tours) 

 2.2. Determine the best solution 
Step3. (Selection) 

 3.1. Sort initial population
 3.2. Select parents among the initial population (Roulette wheel mechanism) 

Step4. (Cross over) 
 4.1. Apply the cross over operator to the parents in order to make offsprings 

Step5. (Mutation) 
 5.1. Apply the mutation operators (Swap, Insertion, and Reversion) to the offsprings 

Step6. (Selection) 
 6.1. Select offsprings to the next generation 

Step7. (Termination) 
7.1. Repeat above steps until the termination criterion is met 

Phase 2: 
 Step1. (Initialization) 

 1.1. Select best solution of the phase 1  
   1.2. Create pickup tours for the delivery tour taken from the phase1 and construct initial population with complete 

tours 
Step2. (Evaluation) 

2.1. Calculate the fitness value of VRPCDTWS considering consolidation process and customer satisfaction time    
windows for each complete solution and calculate the amount of violation (time window and capacity)  
   2.2. Determine the best complete solution 

Step3. (Selection) 
 3.1. Sort initial population
 3.2. Select parents among the initial population (Roulette wheel mechanism) 

Step4. (Cross over) 
 4.1. Apply the cross over operator to the pickup part of parents in order to make offsprings 

Step5. (Mutation) 
 5.1. Apply different mutation operators to the pickup part of the solution (Swap, Insertion, and Reversion) to the 

offsprings 
Step6. (Selection) 

 6.1. Select offsprings to the next generation 

Fig. 7 Proposed two phase GA structure
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CV1 ¼
X

k2K
max 0;

X

i2P

X

j2P
dixijk � T

( )
: ð31Þ

And for the violation of outbound trucks (CV2) is cal-

culated by Eq. (32).

CV2 ¼
X

k2K
max 0;

X

i2D

X

j2D
dixijk � T

( )
: ð32Þ

Computational experiments

In the following sub sections, numerical results are pre-

sented to show the performance of the proposed algorithm.

The model has been coded in the GAMS software version

24 and solved using CPLEX solver for small instances. The

algorithm has been coded in the MATLAB programming

language and run on Intel� Core
TM

i7 2 GHz CPU and

8 GB RAM. The used data set was introduced by wen et al.

(2009). It is generated from a real data set belonging to a

Danish logistics consultancy from Copenhagen.

Test problems and parameter setting

A real data set was used to assess the performance of the

algorithm. Data set includes 200 pairs of nodes (supplier–

customer), denoted by 200a, 200b, 200c, 200d and 200e.

Each set consists of nodes location (x, y). Each node has a

specific time window. The time window for each node is

2 h and the time horizon is from 6:00 to 22:00. The certain

request of each customer is predefined. Same trucks with

capacity of 33 requests and constant speed of 60 km/h are

considered. There are two types of preparing time for each

trucks including 10 min to preparing for loading/unloading

process as the fixed time (F) and 1 min for each request to

be unloaded/reloaded (V). Also small data sets with 20, 30,

50 and 100 pairs of nodes were selected randomly from

200(a–e) to test the algorithm.

To set the parameters of the algorithm, various combi-

nations of the numerical parameters have been tested.

Results indicates that following parameters lead to better

results, therefore, the parameters depicted in Table 1 are

used for all problems. The maximum number of iterations

is set to 500, 1000 and 2000 in the phase 1 and 150, 250

and 500 in the phase 2 for (40 and 60), 100 and 200 nodes,

respectively. The following set of parameters was finally

selected: Npop = 30; Pc = 0.7; Ps = 0.1; Pr = 0.6;

Pi = 0.7 and Pm = 0.4.

Performance evaluation and analysis

of the proposed algorithm

To test performance of the proposed two phase algorithm,

we compared its results with the results of the CPLEX

solver in different small instances. The small instances are

randomly derived from data set (20a) with 40 suppliers and

customers. Table 2 indicates the comparison of two phase

GA and the exact solution. Each instance was run 10 times.

Average and the best objective values, run time, lower

bound and the gap between the algorithm and the exact

solution were reported for each instance. Solving the

VRPCDTW without consolidation decisions, achieves the

same results of solving two separate VRPTWs, so the

solution of 2-VRPTW would be a lower bound of the main

VRPCDTW. The lower bounds for small instances in the

Table 2 were calculated in 60 min. It is worth to mention

that the best objective value of the main problem by the

Gams software has been acquired in 1000 s. The relative

Gap between the best objective value obtained by the

GAMS and the proposed two phase GA is calculated

according to Eq. (33).

Relative gap ¼ z
Algorithm
best � zGAMS

best

zGAMS
best

: ð33Þ

5 6 1 2 7 3 4

1 2 6 3 7 4 5

1

2

3

4

5

1

2

3

4

5

Customers Suppliers 

Cross-dock 

Vehicle1
Vehicle2
Vehicle3

Pickup solution 

Delivery solution 

5 6 1 2 7 3 41 2 6 3 7 4 5

Complete solution 

Fig. 8 Solution representation

of a pickup and delivery process
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Reported results of Table 2 indicates that the proposed

algorithm can find the optimal or near optimal solution. Also

the results confirm that the computed lower bound is near to

the exact optimal solution. It means that the computed lower

bound can be considered in the large instances. It can be

concluded formmention table that in small instances there is

no difference between the exact and the lower bound

objective values while it increases by increasing of the

instance size because of growing needed loading/unloading

operations for larger number of products. Note that reported

values for the best solutions of the GAMS are the best

solutions obtained in mentioned time limitation and the

optimal values are specified by ‘‘*’’. As indicated in Table 2,

negative gap in the test problem tenwhich is the gap between

the best obtained solution of GAMS in the time limitation of

1000 s which is not optimal and the genetic solution, shows

that the proposed two phase genetic even in small size

problems, has an acceptable performance.

Table 3 indicates the results of large instances over 10

runs. The problem of achieving the lower bound for large

instances is an NP-hard problem too, so the algorithm of

Kallehauge et al. (2006) was used to solve the corre-

sponding 2-VRPTWs as a lower bound of the

VRPCDTWS. Also the proposed algorithm is compared

with the GA algorithm in large size problems. It is worth to

mention that since the exact solutions for large size prob-

lems are not exist, the gap between lower bound and the

best objective value obtained by the algorithms are repor-

ted in Table 3. So, the gap columns of Table 3 calculated

like Eq. (33) but we should use lower bound instead of best

solution of the GAMS. Reported results in Table 3 confirm

that the proposed algorithm is efficient to solve the main

problem in large instances while it contains acceptable gap

from the lower bound. Also the proposed algorithm per-

form better than the GA to rich better solutions in less

computational time.

Sensitivity analysis on the customer satisfaction

Asmentioned before we considered the customer satisfaction

concept during the distribution stage and it can be affected

because of late delivery of products to customers. In this

section, a comparison is performed between the proposed and

the classical models to show the efficiency of the proposed

approach considering the customer satisfaction. The proposed

network plan extracted by the proposed model and the classic

network for ten different instances were considered and the

results were reported in Table 4. Results show that there are at

least 86.6% customer satisfaction by the proposed plan,

whereas customer satisfaction in the classicalmodel is atmost

33.3%. In fact by the proposed model customers receive their

products during their preferred time window and it leads to

better servicing. It isworth tomention that the proposedmodel

may have more transportation cost than the classic one

because of paying to customers attention.

Table 1 Parameters of proposed algorithm

Parameter

Npop Population size

Pc Crossover rate

Nc = 2(Pc 9 Npop/2) Number of crossovered parents

Ps Swapping rate

ns = Ps 9 Npop Number of swapped parents

Pr Reversion rate

Nr = Pr 9 Npop Number of reversed parents

Pi Insertion rate

Ni = Pi 9 Npop Number of inserted parents

Pm Mutation rate

Nm = Pm 9 Npop Number of mutant parents

Table 2 Results of small size experiments

Problem No. of

nodes

No. of

vehicles

No. of

products

GAMS Proposed two-phase GA Absolute

gap

Relative

gap (%)
Run

time (s)

Best

solution

LB (60 min)

(2-VRPTW)

Run

time (s)

Average

solution

Best

solution

1 8 2 34 0.4 1052.8* 1052.8* 0.8 1052.8 1052.8 0 0

2 10 2 37 0.6 1067.9* 1067.9* 1.5 1067.9 1067.9 0 0

3 14 2 49 5 1168.7* 1168.7* 8.9 1168.7 1168.7 0 0

4 16 2 52 15.2 1241.5* 1241.5* 11.8 1241.5 1241.5 0 0

5 18 2 58 37.7 1465.4* 1465.4* 14.9 1465.8 1465.4 0 0

6 20 2 66 70.1 1691.2* 1691.2* 20.1 1695.6 1691.2 0 0

7 26 3 87 136.3 1904.7* 1886.3* 47.5 1953.8 1923.6 18.9 0.010

8 30 4 104 1000 2075 2070.4 141.2 2122.3 2093.8 18.8 0.010

9 36 5 135 1000 2342 2326 174.1 2470.1 2350.9 8.9 0.004

10 40 5 145 1000 2728 2695.8 273.9 2798.2 2711.4 -16.6 -0.006

* indicate optimal solutions
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Sensitivity analysis on the effect of consolidation

process

In this section, some additional experiments were per-

formed to investigate the importance of consolidation

process on cost reduction. Figure 9 indicates the consoli-

dation role on the transportation costs. It shows that con-

sidering of products consolidation possibility will decrease

the total transportation cost, so it means that the cross

docking can decrease the total transportation cost. Our

experiments confirm that this characteristic exists in the

proposed model as well. On the other hand, in cross

docking system, when you want to organize an optimal

plan to the system, the consolidation process should be

considered efficiently. In the proposed model the consoli-

dation process is considered and this leads to decrease the

total transportation cost. Considering consolidation process

in the model means considering integration of pickup and

delivery part and pay attention to the linkage between

them. Without considering this point in the planning, the

loading and unloading of products in cross docking will be

more. These extra operations not only increase costs, but

also lead to late delivery and decrease customer

satisfaction.

Difference between the proposed model and the 2-

VRPTW

There are many factors that could have effect on

linkage of the pickup and delivery processes, such as

location of nodes, the length of time windows and the

number of nodes. When the location of pickup nodes

are very different from delivery ones, the length of

time windows are tight or the number of nodes are

large, the pickup and delivery parts are become more

important. These factors influence on the difference

between two models of 2-VRPTW and VRPCDTWS.

This difference is increased by increasing of the

problem size. Table 5 shows these results on three sets

of problems. The transportation costs of different data

sets in medium and large-size are compared in

Table 5. Obviously, the transportation cost of

2-VRPTW is less than VRPCDTWS. The reason of

difference between these two models is the linkage of

Table 4 Comparision of customer satisfaction between VRPCDTWS and VRPCDTW

Problem No. of

noes

Data

set

No. of

vehicles

No. of

products

(VRPCDTWS) (VRPCDTW)

No. of satisfied

customer

Satisfaction

percent (%)

No.of satisfied

customer

Satisfaction

percent (%)

1 40 A 5 145 20 100 2 10

2 40 B 7 216 20 100 3 15

3 40 C 7 212 18 90 6 30

4 40 D 5 160 16 80 3 15

5 40 E 8 222 18 90 2 10

6 60 A 8 241 27 90 10 33.3

7 60 B 10 317 28 93.3 6 20

8 60 C 10 312 28 93.3 6 20

9 60 D 8 240 28 93.3 6 20

10 60 E 10 319 26 86.6 9 30

Fig. 9 Effect of consolidation

process on transportation cost

J Ind Eng Int (2018) 14:15–30 27

123



pickup and delivery process in cross docking system.

The pickup and delivery processes are dependent. So,

as mentioned before in the case that the number of

nodes are large, the difference should be more. For

better comparison, the mean of difference for each set

is calculated in the last column. The last column in

Table 5 confirms above claim and shows that in large-

size problems, the difference between 2-VRPTW and

VRPCDTWS is more than medium-size problems.

When the number of nodes are large, the consolidation

process in cross dock is more and this leads to more

difference between two models. Note that, the absolute

value of the difference will be increased by increasing

of problem size, however, the ratio is decreased. The

reason is that by increasing of the problem size, there

is a large amount of transportation cost and the ratio

of consolidation saving cost by the cross dock is not

large enough. So, it means that the ratio will be

decreased, however, the absolute difference will be

increased by increasing of the problem size.

Another factor which can affect the mentioned differ-

ence is the tightness of customers’ time windows. As

demonstrated in Fig. 10, by increasing length of customer

time windows from 120 to 240 min, the different between

2-VRPTW and our model is decreased. It means there is

approximately no different between VRPCDTWS and

2-VRPTW in the case that time windows are wide enough.

Also in the case that time windows are tight and delivery

time is more important, the proposed model should be

more efficient.

Table 5 Difference between

the objective values of

VRPCDTWS and 2-VRPTW

Problem No. of nodes Dataset LB (2-VRPTW) VRPCDTWS Difference Mean of difference

1 40 A 2696.8 2721 24.2 124.9

2 40 B 3263.4 3361.9 98.5

3 40 C 3735.5 4004.2 268.7

4 40 D 2872.6 3039.3 166.7

5 40 E 3772.8 3839.6 66.8

6 60 A 4212.8 4277.6 64.8 145.9

7 60 B 5302.1 5448.8 146.7

8 60 C 5301.2 5524.9 223.7

9 60 D 4077.5 4300.1 222.6

10 60 E 5269.8 5341.5 71.7

11 100 A 7364.1 7408.4 44.3 169.5

12 100 B 8582.1 8904.2 322.1

13 100 C 8862.2 9081 218.8

14 100 D 8126.8 8231.7 104.9

15 100 E 8714.3 8871.9 157.6

Fig. 10 Effect of time window (120 and 240 min) on transportation cost

28 J Ind Eng Int (2018) 14:15–30
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Conclusion and future researches

Cross-docking as an efficient logistics strategy is widely

used by many companies and plays an important role in

supply chain management. Although a lot of works have

been investigated vehicle routing scheduling with cross-

docking, there is no study on integration of this problem

considering of customer satisfaction. This paper focuses on

the vehicle routing problem with cross-docking in a three-

echelon supply chain including suppliers, cross-dock and

customers.

In this problem orders are collected from suppliers by a

homogeneous fleet of vehicles and moved to the cross-dock

for consolidation process, then immediately delivered to

customers. A mixed integer linear programming model was

presented to minimize transportation cost, early and tardy

deliveries to achieve maximum customer satisfaction.

To solve this NP-hard problem a two-phase genetic

algorithm was proposed. Real data sets were used to test

the performance of developed algorithm. Analysis of

results to assess effect of some parameters of the model

in different instances confirms the validity of the pro-

posed model. Results determined that this model leads to

high level of customer satisfaction against classic model.

In addition performance of the proposed algorithm was

compared with an exact solver in small-size instances

and with lower bounds. Comparison between the cus-

tomer satisfaction in the classic and the proposed method

shows that the percentage of customer satisfaction is

from 86.6 to 100% in different instances by the proposed

method, whereas customer satisfaction in the classical

model is from 10 to 33.3% in the classic one. Numerical

examples results show that the proposed two phase

algorithm could achieve optimal solutions in small-size

instances. On the other hand, the proposed algorithm

could achieve optimal solutions of six instances from ten

small-size instances whereas GAMS could achieve only

one optimal solution more than the proposed algorithm.

In addition, in the last instance which the GAMS solu-

tion was not optimal, the algorithm could achieve better

solution than GAMS and this shows that the algorithm

has great performance. Also in large-size instances, the

proposed two phase algorithm could achieve better

solutions with less gap from the lower bound in less

computational time in compare with the classic GA.

Considering of the problem in a network environment

with multiple cross-docks and multi-products with split

deliveries can be as a direction for future researches. As

another future study, reverse logistics from customers to

suppliers would be considered. In addition, by relaxing

one-by-one relation between suppliers and customers,

the proposed model and solution method can be adjusted

to planning other distribution strategies which can be

considered as another future researches.

Open Access This article is distributed under the terms of the
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