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Most efficient tool feed direction in three-axis CNC machining
Zezhong C. Chen, Zuomin Dong and Geoffrey W. Vickers

Keywords Computer numerical control, Programming and algorithm theory, Control systems, Mechanical engineering

The objective of CNC machining is to produce mechanical parts with designed quality most efficiently. To generate CNC tool paths for machining a sculptured part using a three-axis CNC machine, surface geometry, cutter shape and size, as well as tool path interval and direction need to be considered. In this work, the relation between the direction of a tool motion and cutting efficiency is studied. A new measure of cutting efficiency in three-axis CNC milling – the length of effective cutting edge (ECE) is introduced. The ECE length is mathematically proven to reach its maximum when the tool cuts a sculptured surface along its steepest tangent direction at the cutter contact point. The steepest tangent direction is thus proven to be the most efficient tool feed direction in three-axis sculptured part machining. The study identifies tool feed direction as a new control parameter in CNC tool path planning, and forms the foundation for further research on three-axis tool path generation of sculptured parts.

Research on the process model of product development with uncertainty based on activity overlapping
Renbin Xiao and Shangwen Si

Keywords Product development, Time to market, Production planning and control

The essence of competition among modern enterprises is time; hence the time for product development must be greatly reduced. This paper presents a new process model of product development with uncertainty based on activity overlapping, borrowing ideas from the uncertainty model and activity overlapping model proposed by Loch and Terwiesch, and Krishnan respectively, to realize reduction on the time. Besides the fundamental framework of the proposed model, some derivations on the formula computing the total execution time of upstream and downstream activities are made. The effectiveness of the proposed model is verified through some further discussions and initial computational results.

GA-driven part e-manufacturing scheduling via an online e-service platform
Yingfeng Zhang, Pingyu Jiang and Guanghui Zhou

Keywords Manufacturing systems, Production scheduling, Bills of materials, Programming and algorithm theory, Computer aided manufacturing

This paper is mainly concerned with studying the e-manufacturing scheduling issue based on the bills of materials (BOM) flows of products. On the basis of e-manufacturing philosophy, a genetic algorithm (GA)-based scheduling model for physical e-manufacturing cells is put forward. By means of building the mapping relationship and dynamic task association among physical e-manufacturing cells, logic e-manufacturing cells, e-manufacturing systems and e-manufacturing environment, high-level scheduling issues can be transformed as an inductive procedure concerning the scheduling results to corresponding physical e-manufacturing cells. As verification, finally, a case study is given to demonstrate the method mentioned above.

Developing the methods of modeling heterogeneous components
Ke-Zhang Chen and Xin-An Feng

Keywords Component manufacturing, Modelling, Materials management, Computer aided design

In order to represent, analyze, optimize, and manufacture a component made of multi-heterogeneous materials for high-tech applications, a computer model of the heterogeneous component needs to be built first. Heterogeneous materials include composite, functionally graded materials, and heterogeneous materials with a periodic microstructure. Current modeling techniques focus only on capturing the geometric information and cannot satisfy the requirements from modeling the components made of multi-heterogeneous materials. This paper develops a modeling method, which can be implemented by employing the functions of current CAD graphic software and can obtain the model including both the material information (about its microstructures and constituent composition) and the geometry information without the problems arising from too many data.
Intelligent process-planning system or optimal CNC programming – a step towards complete automation of CNC programming

Millan K. Yeung

Keywords Process planning, Artificial intelligence, Knowledge management, Computer numerical control, Computer aided design

One of the bottle-necks of computer numerical control (CNC) machining is the CNC programming. It relies on the experience and skills of the CNC programmer for the generation of the CNC program. The intelligent process-planning system described in this paper generates a process plan automatically for CNC programming. It utilizes artificial intelligent technologies such as knowledge base, blackboard system and machine learning to extract machineable features and proposes and selects optimal tools for the machining of the given part. Its flexibility and simplicity provide a convenient way to include new techniques and knowledge. The incorporation of this system with other CAD/CAM tools could effectively automate the CNC programming process.

Agent-based architecture for manufacturing system control

C.K. Fan and T.N. Wong

Keywords Flexible manufacturing systems, Object-oriented programming, Modelling, Machine oriented languages

A flexible manufacturing system (FMS) is a complex manufacturing system and it demands a robust control software for its scheduling, planning and control functions. This paper describes the development of an agent-based infrastructure for the control of a cellular FMS. The FMS in this project is a flexible assembly cell (FAC), comprising two assembly robots and a conveyor system. The aim is to establish a multi-agent control system with good expandability and to be able to cope with dynamic changes in the FAC. The proposed agent-based FAC control system comprises a collection of agents implemented in a distributed control network. The approach of the agent design is based on the object-oriented modelling technique. According to the proposed control architecture, a standard agent template has been designed for the establishment of individual agents in the agent-based system.

Machining feature extraction for casting parts

B.F. Wang, Y.F. Zhang and J.Y.H. Fuh

Keywords Manufacturing systems, Programming and algorithm theory, Boolean functions, Modelling

An approach to extract machining features for casting parts is presented. It is capable of recognizing interacting machining features. There are five phases in the recognition process: Boolean difference of the final part model and the raw part; identification of machining faces (M-faces) from the final part model and the raw part model; decomposition of the removed simple volumes into delta simple volumes based on M-faces; gluing the delta simple volumes into sets of feasible simple volumes based on M-faces; testing. This strategy is process-oriented and feature-independent. It recognizes all features that can be produced by common machining operations in a uniform way and produces alternative sets of machining features.
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In December 2002, we had the pleasure and privilege of hosting the International Conference on Manufacturing Automation (ICMA 2002) at the The University of Hong Kong. The Conference was full paper submission, employing a referee process that resulted in just over 60 top-class papers. A number of these papers were in subject areas relevant to Integrated Manufacturing Systems and we selected seven of them for this special journal issue. These papers were resubmitted in a longer form and then subjected to further review before being accepted for publication. As a result, the selection and review process was perhaps even more rigorous than the standard review for the journal. I hope you agree with our view that the papers are indeed of a high standard and both interesting and relevant to IMS journal readers.

The ICMA has a distinct “software technology” feel to it and there is no surprise that some of the best papers were heavily software-focused. However, the technological feel is also very strong, as can be seen from the fact that three papers are machining-based. Product development was a very specific theme in this ICMA and the paper by Xiao and Si illustrates this theme very well. Also the paper by Zhang et al. describes work in another theme area of e-manufacturing. Readers looking for something a little different in terms of research will be interested in the paper by Chen and Feng on heterogeneous solid modelling, a topic that is sure to grow as the technology for making heterogeneous components matures. We consider that all the papers certainly in this selection are worthy of journal publication and they illustrate both the breadth and the depth of the ICMA.

Nowadays there is a tendency to hold very specialized conferences in very specific areas like materials, CAD, process planning, RP, etc. One of the main objectives of the ICMA was to bring together researchers in fields that are similar, but with a slightly greater diversity than these other, more specialized conferences. We were also very fortunate to obtain funding from the K.C. Wong Education Foundation, which enabled a number of mainland Chinese delegates to attend. It is still quite difficult to find out about the research being carried out in China and we feel that the ICMA provided a useful means for Chinese researchers to present their work to a wider audience. Delegates from China had to submit papers on a competitive basis for support from the K.C. Wong Foundation and so this Conference allowed researchers from outside China to really get to know the good research that is being carried out there.

Hosting conferences is a tough yet rewarding experience. The ICMA proved to be highly enjoyable for both the organizers and (through the feedback we gained) the delegates. Our co-organisers (Huazhong University of Science and Technology and The National University of Singapore) both contributed to a very successful event and we look forward to the next ICMA in Wuhan in 2004.
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Most efficient tool feed direction in three-axis CNC machining

Zezhong C. Chen
Department of Mechanical and Industrial Engineering, Concordia University, Montreal, Quebec, Canada
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Department of Mechanical Engineering, University of Victoria, Victoria, BC, Canada
Geoffrey W. Vickers
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1. Introduction

Owing to the wide application of sculptured parts in the aeronautical, automotive, and die/injection moulding industries, the manufacturing of these parts becomes a significant business. The complex shape of these parts imposes many technical challenges to the generation of effective tool paths for CNC machining to produce the parts with adequate surface quality and maximum cutting efficiency. Over the years, extensive researches have been carried out on CNC tool path generation for three-axis sculptured part machining (Bobrow, 1985; Huang and Oliver, 1994; Suresh and Yang, 1994). Adequate surface quality is ensured when the extremities of all cusps on a machined surface lie within its designed surface tolerance zone. On the other hand, redundant machining is to be prevented to save machining time.

Earlier researches on generating tool paths are simply based on the geometry of the sculptured surfaces. The iso-parametric tool path generation method creates tool paths using equally spaced iso-parametric curves in the surface parametric space (Broomhead and Edkins, 1986; Loney and Ozsoy, 1987). This straightforward approach is easy to implement, but is unable to control tool path intervals across the surface. As an improvement, the plane-guided tool path scheme generates tool paths in the 3D Cartesian space, using the intersection curves between the sculptured surface and a number of parallel planes (Bobrow, 1985).

More recent researches on three-axis tool path planning consider surface and cutter geometry and tool path interval to control both surface quality and cutting efficiency. Some methods adjust the tool path interval according to the local shape of the surface to reduce redundant machining. The representative iso-cusped tool path generation method adjusts the tool path intervals to maintain equal-height cusps on the finished surface (Huang and Oliver, 1994; Sarma and Dutta, 1997; Suresh and Yang, 1994). Because the heights of all cusps across the surface are equal to the given surface tolerance, redundant machining is reduced considerably, and the total machining time is thus saved. The steepest-directed tree method forms tool paths based on surface features following a hill-climbing approach (Maeng et al., 1996). The method first casts a mesh on the sculptured surface and identifies primitive surface features at each mesh node. Candidate tool paths are formed by connecting surface nodes from the valley to the ridge along upward directions. The final tool paths are generated by synthesizing all candidate tool paths, milling one simple surface feature each time. The approach leads to improved machining efficiency.

These developments have considerably advanced the three-axis CNC tool path generation techniques. However, these tool path generation methods are based on simple tool path generation principles, which may be quite efficient in machining some regions of the sculptured surface, but may not necessarily lead to maximum cutting efficiency for the entire surface. For instance, the iso-cusped method generates tool paths one after the other by offsetting from the previous tool path and making the cusps between two adjacent tool paths equal to the given tolerance. However, some of the tool paths arranged purely following this method often conflict with other machining efficiency considerations, such as the efficient direction of a tool motion. These tool paths can gradually lose cutting efficiency, removing less and less material. On the other hand, tool paths planned with the steepest-directed tree method often present
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Abstract
The objective of CNC machining is to produce mechanical parts with designed quality most efficiently. To generate CNC tool paths for machining a sculptured part using a three-axis CNC machine, surface geometry, cutter shape and size, as well as tool path interval and direction need to be considered. In this work, the relation between the direction of a tool motion and cutting efficiency is studied. A new measure of cutting efficiency in three-axis CNC milling – the length of effective cutting edge (ECE) is introduced. The ECE length is mathematically proven to reach its maximum when the tool cuts a sculptured surface along its steepest tangent direction at the cutter contact point. The steepest tangent direction is thus proven to be the most efficient tool feed direction in three-axis sculptured part machining. The study identifies tool feed direction as a new control parameter in CNC tool path planning, and forms the foundation for further research on three-axis tool path generation of sculptured parts.
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Geoffrey W. Vickers, Zezhong C. Chen, the X-working table of the machine moves along milling machine is shown in Figure 1. The a torus end-mill on a three-axis vertical CNC machining is examined, four coordinate motion, the mechanism of three-axis CNC direction and cutting efficiency of a tool most efficient tool feed direction. To find the relationship between the tool feed direction and cutting efficiency is closely examined and mathematically modeled. The most efficient tool feed direction in three-axis sculptured surface machining using flat and torus end-mills is identified analytically. A new cutting efficiency measure for three-axis CNC milling, the length of the effective cutting edge (ECE), is introduced. The general formulae of the ECE length for flat, torus and ball end-mills are derived. The ECE length of a tool motion has been proven mathematically to reach its maximum when the tool cuts along the steepest tangent direction on the sculptured surface at the cutter contact (CC) point. In this case, the cutting efficiency of the motion reaches the maximum and the tool feed direction is most efficient. The proof provides the foundation for a new tool path generation method that determines tool feed direction for high cutting efficiency. Various tool feed directions for machining a hemi-cylindrical part and their corresponding ECE lengths are used to demonstrate the method. A comparison of the theoretical and experimental ECE lengths is made to verify the most efficient tool feed direction.

2. Cutting efficiency measure

To find the relationship between the tool feed direction and cutting efficiency of a tool motion, the mechanism of three-axis CNC machining is examined, four coordinate systems are introduced, and effective cutting edge is defined.

2.1 Generic machining model

A sculptured surface that is machined using a torus end-mill on a three-axis vertical CNC milling machine is shown in Figure 1. The working table of the machine moves along the X- and Y-axes; the cutter travels along the Z-axis. Tolerance surface is defined as an offset of the sculptured surface by the given surface tolerance. Tool-path cutting efficiency is determined by the cutting efficiency of each tool motion in the path. In an efficient tool motion, the cutter removes a large amount of excess material between the tolerance surface and the design surface. To quantify the cutting efficiency of a tool motion and to identify the most efficient direction of a tool motion, a generic machining model of the cutter and surface is introduced.

In the generic machining model illustrated in Figure 2, a torus end-mill whose cutting surface is in frying-pan shape contacts a sculptured surface at a cutter contact (CC) point. When the cutter feeds from a lower CC point to the next upper CC point along a tool feed direction, the envelope of the torus cutting surface is formed in this tool motion. The formation of this envelope can be also considered as a result of a motion of a planar cutting edge. This planar cutting edge is defined as the cutter projection profile, if the cutter is projected along the cutter feed direction on to an orthogonal plane. If the projection plane is on the plane of the paper, the planar cutting edge, the free-formed surface and the tolerance surface are shown in Figure 3. The Figure shows that all material that is above the planar cutting edge will be removed in machining. The portion of the cutting edge that is between the design and tolerance surfaces removes the last layer of excess material, determining the machined surface finish. It is thus called effective cutting edge (ECE). The effective cutting edge and its length are illustrated in Figure 3. From this diagram, it is easy to understand that the longer the ECE length, the larger the amount of the removed excess material. Since the ECE length is directly associated with the amount of material removed in a tool motion, it can serve as a cutting efficiency measure for the tool motion.

2.2 Expressions of cutter and cutting surface normal in cutter motion frame

To derive the mathematical formulae of the planar cutting edge and the ECE length, four coordinate systems (or frames) are introduced. These include cutter geometry frame (CGF), cutter location frame (CLF), steepest direction frame (SDF), and cutter motion frame (CMF). Based on the location and orientation relations between each pair of the successive frames, the expressions of the cutter and the cutting surface normal in the CGF are transformed sequentially (Faux and Pratt, 1979; Morten, 1987) through the CLF, the SDF, into the CMF, in which the cutter projection is easily obtained.

Cutter geometry frame

Suppose a CC point \( P_0 \) on a sculptured surface, \( S \), is being machined on a three-axis vertical CNC machine with a torus end-mill; the general machining condition is described in Figure 4. In the part design coordinate system, the cutter axis is along the direction \( [0, 0, 1]^T \).
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**Figure 1**
Illustration of tool paths on machined surface

**Figure 2**
A generic machining model of sculptured parts for ECE

**Figure 3**
ECE, sculptured surface and tolerance surface
The cutter geometry frame (i-j-k) is introduced with its origin located at the cutter tip (center); its k-axis is aligned with the cutter axis; and its i-axis is on the plane defined by the k-axis and the surface normal n at the CC point and points off the surface. The j-axis is perpendicular to the i- and k-axes. The expression of the torus cutting surface of the tool in the CGF is:

\[
\begin{bmatrix}
  i \\
  j \\
  k
\end{bmatrix} = \begin{bmatrix}
  (R_1 + R_2 \sin(\theta)) \cos(\phi) \\
  (R_1 + R_2 \sin(\theta)) \sin(\phi) \\
  R_2(1 - \cos(\phi))
\end{bmatrix},
\]

where \( R_1 > 0, R_2 > 0, \) and \( R_1 \gg R_2; \phi \in [0, (\pi/2)], \) and \( \theta \in [0, 2\pi]. \) The geometric parameters of the torus end-mill are given in Figure 5.

In the same coordinate frame, the cylindrical cutting surface of the tool is represented as:

\[
\begin{bmatrix}
  i \\
  j \\
  k
\end{bmatrix} = \begin{bmatrix}
  (R_1 + R_2 \sin(\phi)) \cos(\theta) \\
  (R_1 + R_2 \sin(\phi)) \sin(\theta) \\
  R_2 + h
\end{bmatrix}.
\]

At the CC point \( P_0, \) the parameter \( \theta = \pi. \) The location of the point is specified with the other parameter \( \phi = \phi_0. \) The coordinates of the CC point in the CGF are then represented as:

\[-(R_1 + R_2 \sin(\phi_0), 0, R_2(1 - \cos(\phi_0)))^T.
\]

Cutter location frame

The cutter location frame (u-w-v) is formed by translating the CGF from the cutter tip to the CC point, \( P_0. \) The \( i, j, \) and \( k \)-axes in the CGF become the \( u, w, \) and \( v \)-axes in the CLF, respectively, as shown in Figure 4. The vectors of \( v \) and \( u \)-axes can be found in the part design coordinate system. The \( v \)-axis is vertical, \( v = [0, 0, 1]^T; \) the \( u \)-axis is opposite to the surface gradient \( \mathbf{G} \) at \( P_0, \) which is \( [\partial z/\partial x, \partial z/\partial y, 0]^T, \) discussed in Marsden and Weinstein (1986). The \( u \)-axis is then represented as \( \mathbf{u} = [-\partial z/\partial x, -\partial z/\partial y, 0]^T \) in the part design coordinate system. The \( w \)-axis is defined as the cross-product of \( v \) and \( u, \) which is:

\[
w = v \times u = \begin{bmatrix}
  \frac{\partial z}{\partial y} - \frac{\partial z}{\partial x} \\
  0 \\
  0
\end{bmatrix}^T.
\]

The derived expressions of the torus and the cylindrical cutting surfaces in the CGF can now be transformed in the CLF, as given in Equations (4) and (5):

\[
\begin{bmatrix}
  u \\
  w \\
  v
\end{bmatrix} = \begin{bmatrix}
  (R_1 + R_2 \sin(\phi)) \cos(\theta) + (R_1 + R_2 \sin(\phi_0)) \\
  (R_1 + R_2 \sin(\phi)) \sin(\theta) \\
  R_2(\cos(\phi_0) - \cos(\phi))
\end{bmatrix},
\]

\[
\begin{bmatrix}
  u \\
  w \\
  v
\end{bmatrix} = \begin{bmatrix}
  (R_1 + R_2 \cos(\phi)) \cos(\theta) + (R_1 + R_2 \sin(\phi_0)) \\
  (R_1 + R_2 \cos(\phi)) \sin(\theta) \\
  R_2 \cos(\phi_0) + h
\end{bmatrix}.
\]

Steepest direction frame

The part surface normal \( \mathbf{n} \) is known as \([-\partial z/\partial x, -\partial z/\partial y, 1]^T, \) and the steepest tangent direction, \( \mathbf{SD}, \) of the surface at the CC point \( P_0 \) is \([\partial z/\partial x, \partial z/\partial y, (\partial z/\partial x)^2 + (\partial z/\partial y)^2] \) (refer to Chen et al. 2001). Since the dot products between any pair of the vectors, \( \mathbf{n}, \mathbf{SD}, \) and \( \mathbf{w}, \) are null, these vectors are perpendicular with one another. They are used to build another coordinate frame, the steepest direction frame (n-w-SD), as shown in Figure 6. In this frame, \( n, w, \) and \( SD \)-axes are represented by the \( \mathbf{n}, \mathbf{w}, \) and \( \mathbf{SD} \) vectors, respectively. At the CC point \( P_0(\pi, \phi_0) \) the angle between vectors \( \mathbf{n} \) and \( \mathbf{v} \) is \( \phi_0. \) The CLF coincides with the SDF when it is rotated along the \( w \)-axis by an angle of \((\pi/2 - \phi_0). \) The rotation will align the \( u \) and \( v \)-axes with the \( n \) and \( SD \)-axes, respectively. Any points on the surface of the torus cutter can be transformed from the CLF into the SDF through the following rotation about \( w \)-axis (Mortensen, 1987):

\[
\begin{bmatrix}
  n \\
  w \\
  SD
\end{bmatrix} = \begin{bmatrix}
  \sin(\phi_0) & 0 & \cos(\phi_0) \\
  0 & 1 & 0 \\
  -\cos(\phi_0) & 0 & \sin(\phi_0)
\end{bmatrix} \begin{bmatrix}
  u \\
  w \\
  v
\end{bmatrix}.
\]

Cutter motion frame

During machining, the cutter feeds in a direction tangent to the machined surface. The angle between this cutter feed direction, \( \mathbf{m}, \) and the steepest tangent direction, \( \mathbf{SD} \) is
α, as shown in Figure 6. The cutter feed direction, \textbf{m}, the part surface normal at the CC point, \textbf{n}, and another vector, \textbf{l}, defined by the cross-product of \textbf{m} and \textbf{n}, form another coordinate frame, the cutter motion frame (CMF). The orientation of this frame changes as the cutter feed direction, \textbf{m}. The difference between the two frames, SDF and CMF, is an angle, \(\alpha\), about the \textit{n}-axis. With a geometric transformation, the expressions of the introduced torus and cylindrical cutting surfaces of the cutter can be represented in the new CMF, as given in Equations (7) and (8).

The torus cutting surface is expressed in the CMF as:

\[
\begin{bmatrix}
    n \\
    l \\
    m
\end{bmatrix} = \begin{bmatrix}
    1 & 0 & 0 \\
    0 & \cos \alpha & -\sin \alpha \\
    0 & \sin \alpha & \cos \alpha
\end{bmatrix} \cdot \begin{bmatrix}
    n \\
    l \\
    m
\end{bmatrix}
\]

\[
\begin{bmatrix}
    a \cdot R_1 \cdot \cos \theta + a \cdot R_2 \cdot \cos \theta \cdot \sin \phi - b \cdot R_2 \cdot \cos \phi + a \cdot R_1 + R_2 \\
    R_1 \cdot \sin \theta \cdot \cos \phi + R_2 \cdot \sin \theta \cdot \sin \phi \cdot \cos \phi + b \cdot R_2 \cdot \cos \phi \cdot \sin \phi + \sin \alpha \cdot a \cdot R_2 \cdot \cos \phi \cdot \sin \alpha + b \cdot R_1 \cdot \sin \alpha \\
    R_1 \cdot \sin \theta \cdot \sin \phi + R_2 \cdot \sin \theta \cdot \sin \phi \cdot \cos \phi - b \cdot R_1 \cdot \cos \phi \cdot \sin \phi - \cos \alpha \cdot a \cdot R_2 \cdot \cos \phi \cdot \cos \alpha - b \cdot R_1 \cdot \cos \alpha
\end{bmatrix}
\]

The cylindrical cutting surface is expressed in the CMF as:

\[
\begin{bmatrix}
    n \\
    l \\
    m
\end{bmatrix} = \begin{bmatrix}
    a \cdot (R_1 + R_2) \cdot \cos \theta + a \cdot R_1 + R_2 + b \cdot h \\
    (R_1 + R_2) \cdot \sin \theta \cdot \cos \phi + b \cdot (R_1 + R_2) \\
    \cos \theta \cdot \sin \phi + b \cdot R_1 \cdot \sin \alpha - a \cdot h \cdot \sin \alpha \\
    (R_1 + R_2) \cdot \sin \theta \cdot \sin \phi - b \cdot (R_1 + R_2) \\
    \cos \theta \cdot \cos \alpha - b \cdot R_1 \cdot \cos \phi + a \cdot h \cdot \cos \alpha
\end{bmatrix}
\]

In the CMF, plane \((n - l)\) is the cutter projection plane that is perpendicular to the tool feed direction, \textbf{m}. The geometric representation of the cutter in the CMF can be projected on to the \(n - l\) plane by replacing the value of \textbf{m} in Equations (7) and (8) with zero. The projection of the torus cutting surface becomes:

\[
\begin{bmatrix}
    n \\
    l \\
    m
\end{bmatrix} = \begin{bmatrix}
    a \cdot R_1 \cdot \cos \theta + a \cdot R_2 \cdot \cos \theta \cdot \sin \phi - b \cdot R_2 \cdot \cos \phi + a \cdot R_1 + R_2 \\
    R_1 \cdot \sin \theta \cdot \cos \phi + R_2 \cdot \sin \theta \cdot \sin \phi \cdot \cos \phi + b \cdot R_2 \cdot \cos \phi \cdot \sin \phi + \sin \alpha \cdot a \cdot R_2 \cdot \cos \phi \cdot \sin \alpha + b \cdot R_1 \cdot \sin \alpha \\
    R_1 \cdot \sin \theta \cdot \sin \phi + R_2 \cdot \sin \theta \cdot \sin \phi \cdot \cos \phi - b \cdot R_1 \cdot \cos \phi \cdot \sin \phi - \cos \alpha \cdot a \cdot R_2 \cdot \cos \phi \cdot \cos \alpha - b \cdot R_1 \cdot \cos \alpha
\end{bmatrix}
\]

The projection of the cylindrical cutting surface becomes:

\[
\begin{bmatrix}
    n \\
    l \\
    m
\end{bmatrix} = \begin{bmatrix}
    a \cdot (R_1 + R_2) \cdot \cos \theta + a \cdot R_1 + R_2 + b \cdot h \\
    (R_1 + R_2) \cdot \sin \theta \cdot \cos \phi + b \cdot (R_1 + R_2) \\
    \cos \theta \cdot \sin \phi + b \cdot R_1 \cdot \sin \alpha - a \cdot h \cdot \sin \alpha \\
    (R_1 + R_2) \cdot \sin \theta \cdot \sin \phi - b \cdot (R_1 + R_2) \\
    \cos \theta \cdot \cos \alpha - b \cdot R_1 \cdot \cos \phi + a \cdot h \cdot \cos \alpha
\end{bmatrix}
\]

Similarly, the mathematical representations of the surface normal of the torus and cylindrical cutting surfaces of the cutter can be transformed from the CGF to the CMF, using the same transformation. The unit normal of the torus cutting surface, \(\textbf{n}_{\text{torus}}\), in the CGF is:

\[
\textbf{n}_{\text{torus}} = \begin{bmatrix}
    n_1 \\
    n_2 \\
    n_3
\end{bmatrix} = \begin{bmatrix}
    \cos \phi \cdot \sin \theta \\
    \sin \phi \cdot \sin \theta \\
    -\cos \phi
\end{bmatrix}
\]
and the unit normal of the cylindrical cutting surface, \( \mathbf{n}_{\text{cylinder}} \), in the CGF is:

\[
\mathbf{n}_{\text{cylinder}} = \begin{bmatrix} n_l \\ n_j \\ n_k \end{bmatrix} = \begin{bmatrix} \cos \phi \\ \sin \phi \\ 0 \end{bmatrix}. \tag{12}
\]

After the coordinate transformations, the expression of the unit normal of torus cutting surface in the CMF becomes:

\[
\mathbf{n}_{\text{torus}} = \begin{bmatrix} n_l \\ n_j \\ n_m \end{bmatrix} = \begin{bmatrix} a \cdot \cos \phi \cdot \sin \phi - b \cdot \cos \phi \\ \sin \phi \cdot \sin \alpha \cdot \cos \phi + b \cdot \cos \phi \cdot \sin \phi \cdot \sin \alpha \\ \sin \phi \cdot \sin \alpha \cdot \sin \phi - b \cdot \cos \phi \cdot \sin \phi - \cos \alpha - a \cdot \cos \phi \cdot \cos \alpha \end{bmatrix}. \tag{13}
\]

Similarly, the unit normal of the cylindrical cutting surface in the CMF becomes:

\[
\mathbf{n}_{\text{cylinder}} = \begin{bmatrix} n_l \\ n_j \\ n_m \end{bmatrix} = \begin{bmatrix} \sin \phi \cdot \cos \alpha + b \cdot \cos \phi \cdot \sin \alpha \\ \sin \phi \cdot \sin \alpha - b \cdot \cos \phi \cdot \cos \alpha \end{bmatrix}. \tag{14}
\]

### 2.3 Effective cutting edge

**Planar cutting edge calculation**

Establishment of the four frames allows the cutter to be projected along the cutter feed direction onto the \( n - l \) plane. The mathematical representations of the cutter projection are given in Equations (9) and (10). The periphery of the cutting surface projection is the planar cutting edge, as shown in Figure 7(a). Each point on the planar cutting edge corresponds to a point on the cutting surface, at which the cutting-surface normal is perpendicular to the tool feed direction, i.e.:

\[
\mathbf{m}^T \cdot \mathbf{n} = 0, \tag{15}
\]

where \( \mathbf{m} \) is the tool feed direction, and \( \mathbf{n} \) is the cutting-surface normal. The planar cutting edge can be obtained by solving Equations (9) and (15), or Equations (10) and (15).

**Effective cutting edge calculation**

If the local shape around the CC point on the part surface is uniform, the tolerance surface intersects the planar cutting edge at two points, and the \( n \) component of its coordination is approximately equal to the surface tolerance, as shown in Figure 7(b) and earlier in Figure 3. Since the ECE is the portion of the planar cutting edge within the part surface and tolerance surfaces, the ECE can be obtained using Equations (9) or (10), (15) and (16):

\[
a \cdot R_1 \cdot \cos \phi + a \cdot R_2 \cdot \cos \phi \cdot \sin \alpha - b \cdot \cos \phi + a \cdot R_1 + R_2 \leq t
\]

or

\[
a \cdot (R_1 + R_2) \cdot \cos \phi + a \cdot R_1 + R_2 + b \cdot h \leq t, \tag{16}
\]

where, \( t \) represents the surface tolerance.

Suppose the two ends of the ECE are \( ECE^1_{m}(\theta_1, \phi_1) \) and \( ECE^2_{m}(\theta_2, \phi_2) \), and their coordinates in the CMF are:

\[
ECE^1_{m}[n_1 \ l_1 \ m_1]^T \quad \text{and} \quad ECE^2_{m}[n_2 \ l_2 \ m_2]^T
\]

(see Figure 3). The ECE length, \( L_{ECE} \), is measured by the \( l \)-axis coordinate difference between the two points, and calculated by:

\[
L_{ECE} = |l_1 - l_2|. \tag{17}
\]
3. Relationship between tool feed direction and cutting efficiency

When the tool feed direction, \( \mathbf{m} \), changes in three-axis machining, the cutting surface projection on the \( n-l \) plane in the CMF will change accordingly, as will the ECE. Thus, the length of ECE is a function of the tool feed direction, which is represented by the angle \( \alpha \) between \( \mathbf{m} \) and SD (see Figure 6). The length reaches maximum when the cutter feeds along a certain direction. Under these circumstances, the cutter removes the largest amount of material in the tool motion, so the tool feed direction is the most efficient. It is important to identify the most efficient tool feed direction in three-axis tool path planning.

4. Identification of most efficient tool feed direction

In this section, the generic ECE length formulas for the common cutters (ball, flat, and torus end-mills) are derived. The most efficient tool feed direction of a tool motion is identified for flat and torus end-mills. The ECE length for a ball end-mill is independent of the tool feed direction.

4.1 Consistent-efficiency tool feed direction for ball end-mills

A ball end-mill contains a spherical cutting surface, and is different from a torus end-mill by \( R_1 = 0 \). The ball end-mill expression in the CMF is simplified as:

\[
\begin{bmatrix}
  n \\
  l \\
  m
\end{bmatrix} = \begin{bmatrix}
  a \cdot R_2 \cdot \cos \theta \cdot \sin \phi_1 - b \cdot R_2 \cdot \cos \phi_1 + R_2 \\
  R_2 \cdot \sin \theta \cdot \sin \phi - b \cdot R_2 \cdot \cos \phi_1 + R_2 \\
  a \cdot R_2 \cdot \cos \phi_1 \cdot \sin \phi + b \cdot R_2 \cdot \cos \phi_1 \cdot \sin \theta + a \cdot R_2 \cdot \cos \phi_1 \cdot \cos \theta \\
  R_2 \cdot \sin \phi \cdot \sin \theta - b \cdot R_2 \cdot \cos \phi_1 \cdot \cos \theta - \cos \alpha - a \cdot R_2 \cdot \cos \phi_1 \cdot \cos \theta
\end{bmatrix}
\]

\[\begin{equation}
\begin{bmatrix}
  n \\
  l \\
  m
\end{bmatrix} = \begin{bmatrix}
  a \cdot R_2 \cdot \cos \theta \cdot \sin \phi_1 - b \cdot R_2 \cdot \cos \phi_1 + R_2 \\
  R_2 \cdot \sin \theta \cdot \sin \phi - b \cdot R_2 \cdot \cos \phi_1 + R_2 \\
  a \cdot R_2 \cdot \cos \phi_1 \cdot \sin \phi + b \cdot R_2 \cdot \cos \phi_1 \cdot \sin \theta + a \cdot R_2 \cdot \cos \phi_1 \cdot \cos \theta \\
  R_2 \cdot \sin \phi \cdot \sin \theta - b \cdot R_2 \cdot \cos \phi_1 \cdot \cos \theta - \cos \alpha - a \cdot R_2 \cdot \cos \phi_1 \cdot \cos \theta
\end{bmatrix}
\end{equation}
\]

Suppose an end point coordinate of the ECE \( ECE_{m}^{n_i}(\theta_i, \phi_i) \) in the CMF is \( ECE_{m}^{n_i}[n_i, l_i, m_i]^T \); the tool feed direction, \( \mathbf{m} \), in the CMF is \( [0.0.1]^T \). To find the coordinates of this end point, first simplify the Equations (15) and (16). The specific form of Equation (15) is:

\[
\sin \theta_1 \cdot \sin \phi_1 \cdot \sin \alpha - b \cdot \cos \theta_1 \cdot \sin \phi_1 \\
- \cos \alpha - a \cdot \cos \phi_1 \cdot \cos \alpha = 0.
\]

Since \( n_i \) of the coordinate of point \( ECE_{m}^{n_i}(\theta_i, \phi_i) \) is set to the surface tolerance, \( t \), Equation (16) becomes:

\[
a \cdot R_2 \cdot \cos \phi_1 \cdot \sin \phi_1 - b \cdot R_2 \cdot \cos \phi_1 + R_2 = t.
\]

It is not difficult to find that \( l_i \) (the \( l \) coordinate of point \( ECE_{m}^{n_i}(\theta_i, \phi_i) \)) is invariable with respect to angle \( \alpha \), because:

\[l_i^2 = 2 \cdot R_2 \cdot t - t^2.\]

As a result, the coordinate of point \( ECE_{m}^{n_i} \) in the CMF is \([t - \sqrt{2R_2t - t^2}, 0]^T\). Since the other end of the ECE (\( ECE_{m}^{n_i} \)) is symmetrical with respect to the \( n \)-axis on the plane \( (n - l) \), its coordinate is \([t - \sqrt{2R_2t - t^2}, 0]^T \).

Hence, the ECE length for a ball end-mill can be calculated by:

\[L(\alpha) = 2\sqrt{2R_2t - t^2}.\]

Equation (22) indicates that the ECE length for a ball end-mill is independent of the tool feed direction and remains a constant. This expression proves that the cutting efficiency of a ball end-mill does not change with the tool feed direction.

4.2 Flat-end mills

A torus end-mill becomes a flat end-mill when the fillet radius \( R_2 \) drops to zero, which means that the torus-shaped cutting surface on the cutter degenerates to a circular cutting plane. A flat end-mill consists of a cylindrical cutting surface and a circular cutting plane. The general representation of a flat-end mill in the CMF can be obtained by substituting \( R_2 = 0 \) into Equations (7) and (8). The unit normal of the cylindrical cutting surface in the CMF is deduced to Equation (14). For example, the circular cutting plane in the CMF is:

\[
\begin{bmatrix}
  n \\
  l \\
  m
\end{bmatrix} = \begin{bmatrix}
  a \cdot R_1 \cdot \cos \phi_1 + a \cdot R_1 \\
  R_1 \cdot \sin \theta \cdot \cos \phi + b \cdot R_1 \cdot \cos \phi_1 \cdot \sin \theta + a \cdot R_1 \cdot \cos \phi_1 \cdot \cos \theta \\
  R_1 \cdot \sin \phi_1 \cdot \sin \theta - b \cdot R_1 \cdot \cos \phi_1 \cdot \cos \theta - \cos \alpha - a \cdot R_1 \cdot \cos \phi_1 \cdot \cos \theta
\end{bmatrix}
\]

Suppose a flat end-mill is used to cut the part surface at point \( P_0 \), and the tangent plane of the part surface at this point is plane \( \Lambda \). With the four coordinate frames defined in Section 2, the cutter is projected on to plane \( n - w \) in the CMF. The projection periphery defines the planar cutting edge. The two end points of the ECE are the intersections between the cutter and a plane \( \Gamma \) that is an offset of plane \( \Lambda \) by \( t \), as shown in Figure 8(a). The plane \( \Gamma \) intersects the circular cutting plane as a line, and the cylindrical cutting surface as a curve. Meanwhile, \( \Gamma \) intersects the planes \( n - SD \) and \( n - w \) of the SDF at \( SD' \)
and \( w \)' and the planes \( n - m \) and \( n - l \) of the CMF at \( m' \) and \( l \), respectively. The angle between \( SD \)- and \( m \)-axes is the same as the angle between \( SD' \)- and \( m' \)-axes, \( \alpha \).

Figure 8(b) is the view of the intersection from the positive \( n \)-axis. The intersection line is \( Q_L - Q_R \) on the \( w' \)-axis, and the intersection curve is a curve \( Q_L - P_1' - Q_R \). When \( m \) is aligned with \( SD \), the projection direction will be along the \( SD' \)-axis. The projection of the intersection forms line \( Q_L - Q_R \). Points, \( Q_L \) and \( Q_R \), are the end points of the ECE, \( ECE_{SD}^1 \) and \( ECE_{SD}^2 \).

If \( m \) diverges from \( SD \), the projection direction is along \( m' \)-axis, as shown in Figure 8(b), when \( \alpha \) varies from zero to \( \alpha_0 \). The ends of the intersection projection will be at \( Q_L \) and \( Q_R \), labelled as \( ECE_{SD}^1 \) and \( ECE_{SD}^2 \), since the projections of \( Q_L \) and \( Q_R \) always lie at the ends of the intersection projection. If \( \alpha \) is greater than \( \alpha_0 \), the projection of the intersection curve will be longer than the projection of the intersection line, and the projection of the intersection curve will define the ends of the ECE, not points \( Q_L \) and \( Q_R \). The length of the projection shrinks as \( \alpha \) increases. To find the maximum length of the ECE, the intersection only needs to be considered for \( \alpha \) values between zero and \( \alpha_0 \).

The circular cutting plane in the CMF is given by Equation (23), and \( \Gamma \) in the CMF is specified by \( n = t \), and points \( Q_L \) and \( Q_R \) can be found by solving Equation (24):

\[
\begin{align*}
(a \cdot R_1 \cdot \cos \theta_1 + a \cdot R_2 &= t \\
(a \cdot R_1 \cdot \cos \theta_2 + a \cdot R_1 &= t)
\end{align*}
\]

\[\cos \theta_1 = \cos \theta_2\]

and

\[\theta_2 = \arccos \left( \frac{t}{a \cdot R_1 - 1} \right)\]

can be derived from Equation (24). Since points \( ECE_{SD}^1 \) and \( ECE_{SD}^2 \) are symmetrical with the \( n \)-axis, the relation, \( \sin \theta_2 = -\sin \theta_1 \), holds. The maximum ECE length can be calculated through the following optimization formulation:

\[
L_{\text{max}} = |R_1 \cdot (\sin \theta_1 - \sin \theta_2) \cdot \cos \alpha + b \cdot R_1 |
\]

\[
(\cos \theta_1 - \cos \theta_2) \cdot \sin \alpha = |2R_1 \cdot \sin \theta_2 \cdot \cos \alpha|.
\]

This formulation shows that, when the variable \( \alpha \) is equal to zero, that is, when \( m \) coincides with \( SD \), the ECE length reaches its maximum. The value of the maximum ECE length, \( (L_{\text{max}}) \), is:

\[
(L_{\text{max}}) = \frac{2}{a} \sqrt{t^2 - 2 \cdot a \cdot R_1 \cdot t}.
\]

Equation (25) indicates that the ECE length is a function of the angle \( \alpha \), and Equation (26) concludes that, when the tool feeds along the steepest direction at the CC point, the ECE length reaches its maximum. When the length of the ECE reaches its maximum, the largest amount of stock material above the cutting edge will be removed. The cutting efficiency reaches the maximum in the tool motion.

4.3 Torus end-mills
Identification of the maximum ECE length for a torus-end mill is more complex. The cutting surface, the offset plane, and their intersection are illustrated in Figure 9. The cutter touches the tangent plane, \( \Lambda \), of the surface (not shown) at a CC point \( P_0 \). Any \( \Lambda \)-offset plane intersecting the cutting surface generates a closed and convex curve, as
shown in Figure 10. When the intersection curve is projected along \( \mathbf{m} \) on to its orthogonal plane \((n-l)\), two points on the intersection curve, whose tangents are parallel with \( \mathbf{m} \), map the ends of the intersection curve projection. These extremes of the projection define on the ECE. Figure 9(b) presents a special example of the ECE when \( \mathbf{m} \) is aligned with \( \mathbf{SD} \).

The ECE can be derived with the help of intersection curves. A series of planes, parallel to \( \Lambda \), intersect the cutting surface and form a group of closed curves. If these curves are projected on to the plane \((n-l)\) along \( \mathbf{m} \), each curve corresponds to two points on the ECE. In particular, the curve on a \( \Lambda \)-offset plane \( \Gamma \) by the value of the surface tolerance, \( t \), specifies the two ends of the ECE. The difference of the \( l \)-component of these two end points defines the ECE length. To find the maximum ECE length and the cutter feed direction, two steps are needed. First the ECE length \((L_{m=0})\), when \( \mathbf{m} \) is aligned with \( \mathbf{SD} \), is to be derived. Second, this ECE length is to be proved to be longer than any other ECE length \((L_{n})\) when \( \mathbf{m} \) diverts from \( \mathbf{SD} \).

**ECE length if tool feed direction is along steepest tangent direction, \( L_{m=0} \)**

Suppose plane \( \Gamma \) intersects the \( n \)-axis at point \( P_{0} \), as shown in Figure 9(a). It also intersects the planes \((n-SD)\) and \((n-w)\) of the SDF at the lines \( SD' \) and \( w' \), respectively. Line \( SD' \) is parallel to the \( SD \)-axis, and line \( w' \) is parallel to the \( w \)-axis. Similarly, \( \Gamma \) intersects the planes \((n-m)\) and \((n-l)\) of the CMF at the lines \( m' \) and \( l' \), respectively. Line \( m' \) is parallel to the \( m \)-axis, and line \( l' \) is parallel to the \( l \)-axis. Point \( P_{1} \) is the origin for both
Distance – $w'$ and $m'$ – $l$. Figure 10 illustrates the intersection curve in $SD' – w'$, and its projection along $SD'$ to $w'$-axis. Two points on the curve, $Q_{QL}$ and $Q_{QR}$, map the ECE ends, $ECE_{SD}'$, and $ECE_{SD}$.

Equation (6) is the representation of the cutter surface in the SDF. The plane $l$ can be represented as $n = t$, and line $SD$ is along $[0 ~ 0 ~ 1]^{T}$ in the SDF. After substituting these knowns into Equations (15) and (16), the two points on the curve, $Q_{QL}$ and $Q_{QR}$, can be obtained using the following equations:

$$\begin{align*}
{k_{SD}^2} &= \frac{-b \cos \phi \cdot \sin \phi - a \cdot \cos \phi = 0}{a \cdot R_{1} \cdot \cos \phi + a \cdot R_{2} \cdot \cos \phi \cdot \sin \phi - b} \\
{k_{SD}^2} &= \frac{R_{2} \cdot \cos \phi + a \cdot R_{1} + R_{2} - t}{t}
\end{align*}$$

However, finding a closed-form solution to these equations is stunningly complex. One can employ numerical methods to solve these equations. Geometric analysis is used to prove that solutions exist for Equation (27).

The torus cutting surface of the cutter in the CGF has been defined in Equation (1), and the coordinate of the CC point $P_{0}(\tau, \phi_{0})$ has been calculated previously in Section 2.2. In Figure 9, point $P_{1}$ is located at:

$$[-R_{1} - (R_{2} - t) \cdot \sin \phi_{0}, 0, R_{2} - (R_{2} - t) \cdot \cos \phi_{0}]^{T}$$

in the CGF, and the SD-axis is represented in this frame as well:

$$\begin{bmatrix}
{i_{SD}^2} \\
{j_{SD}^2} \\
{k_{SD}^2}
\end{bmatrix} = \begin{bmatrix}
{-R_{1} - (R_{2} - t) \cdot \sin \phi_{0} - g \cdot \cos \phi_{0}} \\
{R_{2} - (R_{2} - t) \cdot \cos \phi_{0} + g \cdot \sin \phi_{0}}
\end{bmatrix},$$

where the line parameter, $g$, represents the distance between any point $P$ on the axis and the point $P_{1}$ (see Figure 9). Through point $P$ and perpendicular to the plane $(n – SD)$, a line, $P_{L} – P_{R}$, intersects the curve at two points, $P_{L}$ and $P_{R}$ (see Figures 9 or 10). These two points are symmetrical with $SD'$. When the value of $g$ changes, points $P_{L}$ and $P_{R}$ move along the curve.

In the SDF, the coordinates of $P_{L}$ and $P_{R}$ can be derived. For instance, the $w$ value of $P_{R}$’s coordinates in the SDF is in the form of:

$$(w_{P_{R}})^{2} = 2R_{1} \cdot \left( \sqrt{R_{2}^{2} - ((R_{2} - t) \cdot \cos \phi_{0} - g \cdot \sin \phi_{0})^{2}} \right) - (R_{2} - t) \cdot \sin \phi_{0} - g \cdot \cos \phi_{0} + R_{2}^{2} - (R_{2} - t)^{2} - g^{2}. \quad (29)$$

The distance $(D_{P_{R}P})$ between any point $P_{R}$ on the curve and the origin $P_{1}$ can be calculated:

$$(D_{P_{R}P})^{2} = 2R_{1} \cdot \left( \sqrt{R_{2}^{2} - ((R_{2} - t) \cdot \cos \phi_{0} - g \cdot \sin \phi_{0})^{2}} \right) - (R_{2} - t) \cdot \sin \phi_{0} - g \cdot \cos \phi_{0} + R_{2}^{2} - (R_{2} - t)^{2} - g^{2}. \quad (30)$$

The distance $(D_{P_{R}P})$ is a function of $g$. The maximum distance $(D_{P_{R}P})_{\text{max}}$ can be found by maximizing this distance with respect to the variable, $g$, and the value of $g_{\text{max}}$ is:

$$g_{\text{max}} = -t \cdot \tan \phi_{0}. \quad (31)$$

The calculated $g_{\text{max}}$ refers to an across point $P_{1}$ between $SD'$ and a horizontal line passing through point, $P_{1}$, as shown in Figure 9(a). Assume a line normal to the plane $(n – SD)$ intersects the cutting surface at two symmetrical points, $P_{2L}$ and $P_{2R}$ (see Figure 10). The distance $(D_{\text{max}})$ between $P_{2L}$ or $P_{2R}$ and $P_{1}$ is the longest among all the distances between any other point on the curve and point $P_{1}$. The coordinate of point $P_{2R}$ in the SDF $(n – w – SD)$ is:

$$t \cdot \frac{1}{\sin \phi_{0}} \sqrt{2 \cdot R_{1} \cdot t \cdot \sin \phi_{0} + 2 \cdot R_{2} \cdot t \cdot \sin^{2} \phi_{0} - t \cdot -\ t \cdot \tan \phi_{0}}.$$

and the coordinate of point $P_{2L}$ is similar to $P_{2R}$ except for a negative $w$ component.

In Figure 10, the angle between the line $P_{1}P_{2R}$ and the line $w'$ is $\gamma_{1}$. The surface normal of the cutter at $P_{2R}$ is calculated. Its $SD$ component is:

$$\begin{align*}
{b} &= \frac{\sin \phi_{0} - a \cdot \cos \phi_{0} - R_{1} + R_{2} \cdot \sin \phi_{0}}{t}
\end{align*}$$

This implies that point $P_{2R}$ is not the point on the curve, which maps the end of the ECE, since the surface normal at this point does not meet the perpendicularity condition, $m^{T}n = 0$. There must exist a point $Q_{QR}$ between $P_{1R}$ and $P_{2R}$ and a point $Q_{QL}$ between $P_{1L}$ and $P_{2L}$, which map the ends of the ECE, $ECE_{SD}$ and $ECE_{SD}'$.

Suppose the angle between $P_{1}Q_{QR}$ or $P_{1}Q_{QL}$ and the line $w'$ is $\gamma_{2}$. When $m$ is in line with $SD$, the projections of the points $Q_{QL}$ and $Q_{QR}$ on the $w'$-axis defines the ends of the ECE. Hence, the ECE length $L_{\alpha=0}$ becomes:

$$L_{\alpha=0} = Q_{QL}P_{1} \cdot \cos \gamma_{2} + Q_{QR}P_{1} \cdot \cos \gamma_{2}. \quad (32)$$

Maximum ECE length $(L_{\alpha=0})$

When the cutter feed direction, $m$, is not aligned with the stepest tangent direction, $SD$, and the angle between them, $\alpha$, is not zero, the intersection curve should be projected along $m$ on to the plane $n – l$ of the CMR, rather than along $SD$ on to the plane $n – w$ of the SDF. The angle between $m$ and $SD$ is the same as the angle between $m'$ and $SD'$, as is the angle between $w'$ and $l$, as shown in Figure 11. The two ends of the ECE can be identified by projecting the intersection curve along $m'$ on to the $l'$-axis (see Figure 11).

Assume two points, $Q_{L}$ and $Q_{R}$, on the intersection curve are projected as the two ends of $ECE_{SD}'$ and $ECE_{SD}$, the angle between the lines $P_{1}Q_{L}$ and $P_{1}Q_{R}$ is $\beta$, and
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the angle between the lines $P_1Q_l$ and $P_1Q_{dl}$ is $\beta_1$, the ECE length $L_{a}$ is thus formulated as:

$$L_{a} = Q_{dl}P_1 \cdot \cos (\gamma_2 - (\alpha - \beta_1)) + Q_lP_1 \cdot \cos (\gamma_2 + (\alpha - \beta_2)).$$

Equation (34) can then be simplified as:

$$L_{a} = Q_{dl}P_1 \cdot \left( (\cos - \cos (\gamma_2 - (\alpha - \beta_1))) + (\cos - \cos (\gamma_2 + (\alpha - \beta_2))) \right)$$

By the same argument, if $\beta_1 \leq \beta_2$ holds, the following result can be deduced:

$$L_{a} > L_{a}. \quad (36)$$

As the cutter feed direction diverts from the steepest direction, the length of the ECE decreases. The ECE length reaches its maximum at $\alpha = 0$ and its minimum at $\alpha = (\pi/2)$.

The cutter feed direction in three-axis machining determines the amount of material to be removed in a tool path step. A change of this direction incurs a change in the cutting efficiency.

The mathematical proof reveals that, when a torus-end or flat-end mill feeds along the steepest tangent direction on the sculptured surface, the ECE length reaches its maximum value. The largest amount of material is then removed in the tool motion, and the cutting efficiency reaches its maximum. On the other hand, if the torus-end or flat-end mill cuts along the direction that is perpendicular to the steepest tangent direction on the tangent plane of the surface, the ECE length is the shortest, and the cutting efficiency is the lowest.

Thus, the tool feed direction is a control on the tool path cutting efficiency. If the tool feed direction of each tool motion in a tool path is always aligned with the steepest tangent direction on the surface, the tool path is called steepest-directed tool path. As the steepest-directed tool path is most efficient, it presents a new tool path generation principle for three-axis sculptured part machining.
5. Case study

To verify that the steepest tangent direction is the most efficient tool feed direction in three-axis sculptured part machining, a hemi-cylindrical part with radius of 50mm and length of 100mm, as shown in Figure 12, is machined using a VM-5 Victor four-axis machining center. In the machining, this part represented with a parametric form $S(\omega, \nu)$ is set up horizontally. The part material is Ren-Shape corrugated fibreboard. The cutter is a 6.35mm flat end-mill, and the specified surface tolerance is 0.2mm. In order to compare the ECE lengths along different tool feed directions, the cutter starts from six points, A to F, and feeds along different directions. These points share the same parameter $\omega$ of 80°. The different tool feed directions, measured by the angle $\alpha$ between the tool feed direction and the steepest tangent direction of the surface, are listed in Table I.

A close look of the surface at points A to F is shown in Figure 13. The ECE length at each point is measured manually, and the corresponding theoretical ECE length is calculated using Equation (27). The maximum discrepancy of both corresponding ECE lengths is less than 6.5 per cent. The discrepancy source includes hand measurement, cutter size, tool feed direction, etc. The case study demonstrates that the ECE length reaches the maximum when the tool feeds along the steepest tangent direction, as indicated at point A, and decreases considerably when the cutter feeds away from this direction. The steepest tangent direction is proven to be the most efficient tool feed direction of a tool motion.

6. Conclusions

In this work, the relationship between tool feed direction and cutting efficiency is studied. The most efficient tool feed direction for three-axis sculptured surface machining using common tools (flat, torus and ball end-mills) is identified. A new cutting efficiency measure for three-axis CNC milling, the length of the effective cutting edge, is introduced. The formulae of the ECE lengths for commonly-used cutters are derived. While the ECE lengths for flat and torus end-mills are mathematically proven to reach their maximum when the tool moves along the steepest tangent direction on the sculptured surface at the cutter contact point, the ECE length for a ball end-mill is independent of the tool feed direction of the tool motion. A testing example of hemi-cylindrical parts is machined, and the ECE lengths in different tool feed directions are measured. After the comparison of theoretical and experimental ECE lengths, the most efficient tool feed direction is verified.

This study provides a better understanding on the relationship between tool path direction, as indicated at point A, and decreases considerably when the cutter feeds away from this direction. The steepest tangent direction is proven to be the most efficient tool feed direction of a tool motion.

### Table I

<table>
<thead>
<tr>
<th>Points</th>
<th>Angle $\alpha$ ($^\circ$)</th>
<th>Measured ECE length (mm)</th>
<th>Theoretical ECE length (mm)</th>
<th>Discrepancy (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>0</td>
<td>7.518</td>
<td>7.294</td>
<td>3.1</td>
</tr>
<tr>
<td>B</td>
<td>25.6</td>
<td>6.883</td>
<td>6.611</td>
<td>4.1</td>
</tr>
<tr>
<td>C</td>
<td>46.1</td>
<td>5.283</td>
<td>5.057</td>
<td>4.5</td>
</tr>
<tr>
<td>D</td>
<td>57</td>
<td>4.165</td>
<td>3.978</td>
<td>4.7</td>
</tr>
<tr>
<td>E</td>
<td>68.5</td>
<td>3.026</td>
<td>2.860</td>
<td>5.8</td>
</tr>
<tr>
<td>F</td>
<td>74.1</td>
<td>2.515</td>
<td>2.363</td>
<td>6.4</td>
</tr>
</tbody>
</table>

Figure 12
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geometry and cutting efficiency. The research introduces a new generic principle for tool path generation in the three-axis sculptured part machining, and this principle serves as a foundation for generating globally effective tool paths for complex sculptured surfaces.
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Introduction
Product development is presently faced with most challenging environments due to fierce competition in the market. At the initial stage of industrialization, competitiveness mainly lies with the price of products. Only if the products were cheap and usable, would they be of competitive advantage in the market. Since the price of products is determined by the cost, this type of competition is called cost-based competition. With the improvement in people’s livelihood, quality as well as service turned up trumps, which led to the competition being quality-based. Since the 1980s, uncertainty of business circumstances has increased and the enterprise competition tends to be more drastic, when competitiveness depends greatly on the time as well as variety of products. Only those who respond to the market changes rapidly would occupy the larger market share. Thus the pattern of competition turned out to be time-based.

To succeed in the time-based competition, it is necessary to shorten the time of product development greatly; hence, some new concepts, theories and technologies relevant to the issue emerged, like concurrent engineering and time compression. Regarding the product development process, this paper proposed a new time compression method via a modelling approach, which is based on the idea of concurrent engineering, conforms with the current market with its uncertainty and the demand for quick response to market changes for modern enterprises; accordingly, the research conducted in this paper can be of effective support for the management of complicated processes of product development.

Analysis of activities in product development
Description of information relations in product development
Many models have appeared describing the process of product development, where there are a lot of species based on the design structure matrix (DSM) (Smith and Morrow, 1999). The concept of DSM originates from the systemic design (Steward, 1981), and it can also be used to analyze the process of product development that has a wider overlay. In DSM, each row and its corresponding column are identified with one of the tasks or activities. Along each row, the marks indicate other activities that are necessary to fulfill the activity represented by this row, and a certain column indicates the other activities that receive information from the activities represented by this column (Ulrich and Eppinger, 2000). Diagonal elements do not convey any meaning at this point, since an activity cannot depend on itself. Thus, DSM can be utilized to describe the information relations in product development activities.

From the manner of information connection, there are three connection forms among activities in product development described by DSM, viz. serial, parallel, and couple (Eppinger, 1994), as shown in Figure 1.

Analysis of the connection forms among activities
The three connection forms among activities in Figure 1 can be analyzed as follows:
1. There exists no information connection among the parallel or independent activities, which is an ideal situation. Either the situation depicts the very simple activities in the objective world, or divides the complicated connection among the real activities so as to produce...
the man-made “concurrent engineering”. In fact, the essence of concurrent engineering is to seek the parallel processing of activities with the dependent relations of information. Therefore, such a form is in fact a distorted reflection of the relation among complicated activities, whereas it just displays itself as “parallel” formally. It is of no practical meaning to the complete process of complicated product development.

2 The connection form that is mutually coupled reflects the complicated relations among activities in the objective world, which has been researched quite a lot by overseas scholars (e.g. Smith and Eppinger (1997a, b)). Owing to the information coupling among the activities, viz. activity A requires the information of B and activity B requires the information of A (see Figure 1c), the circular relation forms. For problem solving, the relations among activities are required to be divided artificially according to a certain principle and the optimized iterative sequence to be found, and then the problem of convergence of the iterative process should be studied in a further step. In view of the extensive research on this issue, no further discussion will be given in this paper.

3 There exist simple one-way connections among the serially dependent activities. This kind of connection can be easily disposed of; however, it will result in a time delay for product development. In order to shorten the total time for the execution of activities, the preliminary information of the activity being executed can be utilized to implement its partial overlapping with the forthcoming activities. The former is usually called upstream activity, and the latter as downstream activity. For a relatively pure connection form of serial dependence, the result of time compression of product development can be obtained when adopting proper strategies and through overlapping of upstream and downstream activities, which truly embodies the idea of the concurrent engineering, and the research in this paper belongs to this class. In the following part, the motivation of research is given based on reviewing the main research work on activity overlapping.

Review and analysis of the research on activity overlapping
Krishnan et al. (1995, 1997) and Krishnan (1996) completed the fundamental framework of research on activities overlapping, which is the basis of almost all of the later relevant works. The function of uncertainty on the product development process has been generally studied in the quite influential work of Loch and Terwiesch (1998). In the following part, the activity-overlapping model of Krishnan and the uncertainty analysis of Loch and Terwiesch (1998) based on Krishnan’s work are first introduced. Then the actual meaning of the model derived from merging of the above two approaches is explained, which makes it natural to elicit the work of modeling in the next section.

The model of activity overlapping
Two important concepts are introduced by Krishnan when discussing the information relations among the upstream and downstream activities, viz. the evolution of information in the upstream activity and the degree of sensitivity of downstream activity. The former refers to speed of exchange information from the upstream to the downstream approaching the final form, and the latter refers to the magnitude of reaction yielded when exchanged information changes. Viewed qualitatively, the information evolution speed of upstream activities differs greatly and the sensitivity degree of those downstream is also not the same. Through combination of the two facts, four typical patterns form, where one kind of pattern has a low sensitivity degree of downstream activity and the slow speed of information evolution of the upstream one. The preliminary information of upstream activity can be utilized early to trigger downstream activities. However, the information evolution of upstream activity is slow, leading to the fact that downstream activities must be iterated to be convergent to the final results. This pattern is emphasized by Krishnan and named the iterative overlapping problem (IOP).

The model of IOP is shown in Figure 2, where $t_{AI}$ is the start time of the upstream activity A, usually assigned with 0; and $t_{AI}$ is the end time of A. $d_i$ represents the $i$th ($i = 0, 1, \ldots, n$) execution time of the downstream activity. When A and B serially execute this
The extreme case whose overlapping degree is 0, none of the iterations where \( i \geq 1 \) exists except where \( i = 0 \); when the degree of overlapping is not 0, some iterations exist where \( i \geq 1 \) besides where \( i = 0 \); therefore, whatever the case, \( d_0 > 0 \), which is called planned iteration. Then, \( n \) is the iterative times after the planned iteration.

In the IOP model, \( t_i \) is the start time of the \( i \)th iteration, \( T_{sum} = t_n + d_n \) is the total execution time of upstream and downstream activities. The number of information exchanges is \( n + 1 \), which are finished instantaneously, and the following expressions are true:

\[
\begin{align*}
  t_i &\geq t_{i-1} + d_{i-1}, \\
  t_0 &\geq t_{A'}, \\
  t_{n-1} &< t_{A'}, \\
  t_n &\geq t_{A'}. 
\end{align*}
\]

The consideration of uncertainty

Based on Krishnan’s framework, Loch and Terwiesch argued that the information of the upstream activity is variable; hence the arrival of the exchanged information of the upstream activity \( A \) can be supposed to be a non-homogeneous Poisson stochastic process, the rate of which is \( \mu(t_A) \). Loch and Terwiesch (1998) proposed the relevant mathematical expression in a further step. On the other hand, after the arrival of the exchanged information of the upstream activity, the downstream activity will respond on the exchanged information through certain rework. Since there exists time consummation of information commutation between the upstream and downstream activities, Loch and Tierwiesch (1998) thought that it is unsuitable to trigger information commutation due to the downstream reaction on the arrival of the commuting information of the upstream activity at any moment, whereas it is better to adopt an appropriate batching policy. However, Loch and Terwiesch (1998) only considered the one shot-batching instance, which is not consistent with the real facts.

Analysis

From the introduction of “The model of activity overlapping” and “The consideration of uncertainty”, we know both the merits and drawbacks of Krishnan and Loch and Tierwiesch’s works respectively. The former considers the repetitiveness and instantaneousness of communication that consequently trigger the iteration of the downstream activity, while it disregards information uncertainty. The latter considers the uncertainty of information arrival from upstream activity, which satisfies the requirement of complicated product development presently with uncertainties, and is therefore much closer to reality. However, it only considers the information commutation of upstream and downstream activity one time, which is accumulative due to the batch-processing operation; hence the iteration of downstream activity is only one time. Viewed from this point, the multi-iterative model proposed by Krishnan is, no doubt, more reasonable. It is obvious that the combination of the two complementary models has more advantages and is of more practical significance. This is the motivation for creating models corresponding to the product development process with uncertainties based on activity overlapping.

The uncertainty model of product development process based on activity overlapping

The model presented by this paper is based on the models proposed by Krishnan and by Loch and Tierwiesch, wherein Krishnan’s model has been introduced in detail in “The model of activity overlapping”. Therefore, the brief introduction of Loch and Tierwiesch’s uncertainty model based on activity overlapping will be given first in this section, and then we propose our model and its deductive process.
The uncertainty model based on activity overlapping

Information arrival model of revised upstream activities

According to the above discussion, the arrival of the exchanged information of the upstream activity A can be supposed to be a non-homogeneous Poisson stochastic process whose intensity is \( \mu(t_A) \). Loch and Terwiesch (1998) introduced a model of the information arrival of such stochastic process, adopting the linear function:

\[
\mu(t_A) = \mu [1 + e \left( \frac{t_A}{T_A} - 1 \right)], \tag{5}
\]

where \( T_A \) is the executing time of the upstream activity and \( t_A \) is limited within \([0, T_A]\). \( e \) is a parameter reflecting the degree of the evolution of the upstream activity, where \( e < 0 \) corresponds to the fast evolution and \( e > 0 \) corresponds to the slow evolution; hence \( e \) is named as the evolution degree which is limited within \([-1, 1]\).

In Equation (5), \( \mu \) is the average Poisson intensity. Based on some experiential results, Loch and Terwiesch thought that \( \mu \) is determined by the following formula:

\[
\mu = \mu_0 \exp \left( -B_0 \right), \tag{6}
\]

where \( \alpha \) is the total amount of information exchange before start-up, parameter \( B \) represents the coordination capability of the development group, \( \mu_0 \) is the inherent technical uncertainty of the project.

The rework model of the downstream activity

The rework time of the downstream activity depends on the degree of the downstream activity reacting on the exchanged information and the evolutionary status of the downstream activity. Therefore, Loch and Terwiesch define the influencing function \( f(t) \) that denotes the rework time of the downstream activity. The more downstream has progressed in its work, the more cumulative work must be modified; hence \( f(t) \) is a non-decreasing function. In practice, \( f(t) \) might be concave or convex. Adopting the linear function, Loch and Terwiesch (1998) gave the expression \( f(t) \) as follows in order to make it simple:

\[
f(t) = kt. \tag{7}
\]

where \( k \) is the sensitive degree of the downstream activity that is usually limited within \([0.01, 0.09] \).

The model proposed in this paper

Fundamental framework

In the model proposed in this paper, the times for information exchange between upstream and downstream activities, viz. \( n + 1 \) times iteration in all, are consistent with that of Krishnan’s model and, since each iteration is accumulative, which is in accord with that of Loch and Terwiesch’s model, the iteration time of the downstream activity is \( n + 1 \) too. A fragment of overlapping between upstream and downstream activities is given in Figure 3, which covers iteration for two times, where Figure 3(a) denotes the physical structure reflecting real states and Figure 3(b) gives the logical structure equivalent to the former one.

It can be obtained from Figure 3(a) that the \( i \)th iterative time of the downstream includes the following three parts:

1. The execution time \( d_i \) of iteration during the delivery period of upstream information, wherein \( d_i \) corresponds to the planning iteration.
2. The cost of time \( c_i \) when exchanging information between upstream and downstream activities.
3. The rework time \( r_i \) after information exchange. The model proposed in this paper is more comprehensive than Krishnan’s model that considers only \( d_i \), and Loch and Terwiesch’s model that only takes \( c_i \) and \( r_i \) into account.

To utilize Krishnan’s model conveniently, activity A in Figure 2 should be in the state of information processing all the time. Then the relevant \( T_A \) cannot include \( c_i \), viz. \( c_i \) exists physically instead of logically, which is not the same as for the downstream activity B. Suppose \( T_0 \) to be the executive time of activity B, \( T_B \) will include \( c_i \), viz. \( c_i \) exists not only physically but also logically. The reason can be accessed from Figure 2 where activity B admits the existence of some idle time sections.

The whole of the following discussion is based on the logical structure (in Figure 3b). First, let \( t_{Bs}, t_{By} \) be the initial and terminative time of activity B respectively, \( T_0 \) be the overlapping time of activity A and B, \( \lambda \) be the overlapping rate, then we can obtain the following formulae:

\[
T_B = t_{By} - t_{Bs} = t_{By} - t_0, \tag{8}
\]

\[
\lambda = \frac{T_B}{T_A}, \tag{9}
\]

\[
t_0 = t_{Af} - T_0 = T_A - \lambda T_A = (1 - \lambda)T_A. \tag{10}
\]

The amendment to Loch and Terwiesch’s model

Two points are modified according to the practical situation in the model proposed in this paper, although the model of the upstream information arrival introduced in “Information arrival model of revised upstream activities” has been taken into consideration.
Amendment to Equation (5)

Since \( T_A = t_{AF} - t_{AS} = t_{AF} \), Equation (5), alternatively, can be written as:

\[
\mu(t_A) = \mu \left[ 1 + e \left( \frac{t_A}{t_{AF}} - 1 \right) \right],
\]

where \( 0 \leq t_A \leq t_{AF} \). Suppose \( t_F \) to be the termination time of the upstream information, \( t_F \) is nearly correlative to the value of \( e \). If upstream evolves slowly, the final form of exchanged information cannot be obtained once the upstream activity is terminated, where \( t_F = t_{AF} \) at that time. If upstream evolves fast, the exchanged information can get to the final form ahead where \( t_F < t_{AF} \). There is no information arrival from \( t_F \) to \( t_{AF} \) for the latter instance, which is not rational because \( \mu(t_A) \) is not equal to 0 according to Equations (5) or (11). Then there is the revision that substitutes \( t_{AF} \) with \( t_A \); therefore the model of the upstream information arrival that we adopt practically is the following:

\[
\mu(t_A) = \mu \left[ 1 + e \left( \frac{t_A}{t_{AF}} - 1 \right) \right].
\]

Amendment to Equation (6)

Our model has the repetitive iterations, whereas Loch and Terwiesch’s model considers only one iteration of the downstream activity. Therefore, Equation (6) should be amended as follows:

\[
\mu = \mu_0 \exp \left( -B \alpha_i \right),
\]

where \( \alpha_i \) is the total amount of the exchanged information when the \( i \)-th iteration proceeds. \( \alpha_0 = \alpha \), while \( \alpha_i \) can be obtained from the following formula:

\[
\alpha_i = \alpha_{i-1} + \int_{t_{i-1}}^{t_{i-1} + d_{i-1}} \mu(t) dt.
\]

The derivation of \( T_{sum} \)

\( T_{sum} \) refers to the total project execution time including upstream and downstream activities.

Considering the \((i+1)\)-th iteration of the overlapping of A and B that correspond to the \(i\)-th iteration; since \( i \) is calculated starting from 0, according to Cho and Eppinger (2001):

\[
d_i = d_0 \phi_B^i.
\]

where \( \phi_B^i \) is the decreasing ratio of the execution time at the \(i\)-th iteration of the downstream activity and it satisfies the following formula:

\[
\lim_{i \to \infty} \phi_B^i = 0.5.
\]

According to Loch and Terwiesch (1998):
\[c_i = \int_{t_i}^{t_i+d_i} \sqrt{\frac{k_i(t)^\tau}{2}} \, dt, \quad (17)\]

where \(\tau\) is the coefficient of communication cost.

The rework at the \(i\)th iteration is
\[\int_{t_i}^{t_i+d_i} k_i(t)(t - t_i) \, dt;\]

disregarding communication cost and the additional rework at the \(i\)th iteration, this produces:
\[\int_{t_i}^{t_i+d_i} \left( \frac{k_i(t)^\tau}{2} - \frac{k}{2} \right) \, dt,\]

caused by time cost when exchanging information; thus the sum of the above two is:
\[r_i = \int_{t_i}^{t_i+d_i} \left( k_i(t)(t - t_i) + \sqrt{\frac{k_i(t)^\tau}{2}} - \frac{k}{2} \right) \, dt. \quad (18)\]

If \(\delta_i\) is the time interval between the \(i\)th and \((i+1)\)th iteration of the downstream activity, then:
\[t_{i+1} = t_i + d_i + r_i + \delta_i. \quad (19)\]

When the upstream activity is approaching the end, there exist two cases (see Figure 4).

In Figure 4(a), the last execution of downstream iteration, which started before \(t_F\), is finished before \(t_F\), whose rework of the iteration is ended at \(t_F\) or later, when there still exists certain accumulative information of the upstream activity corresponding to the interval of \(t_F - t_{n-1} - d_{n-1}\) in Figure 4(a), which has not been passed to the downstream activity. Therefore, a downstream iteration should be triggered, where there are only iterative execution and no rework. Thus \(t_{BF}\), the end time for downstream activity, can be given as:
\[t_{BF} = t_n + d_n + \sum_{i=0}^{n-1} c_i. \quad (20)\]

In Figure 4(b), the last downstream iterative execution starting before \(t_F\) is accomplished at \(t_F\) or after that. In such a situation, all the upstream information has been transferred. So the new iteration is not required to trigger and \(t_{BF}\) can be calculated by the following formula:
\[t_{BF} = t_n + d_n + r_n + \sum_{i=0}^{n} c_i. \quad (21)\]

where:
\[r_n = \int_{t_F}^{t_n} \left( k_i(t) + \sqrt{\frac{k_i(t)^\tau}{2}} - \frac{k}{2} \right) \, dt,\]

\[c_n = \int_{t_F}^{t_n} \sqrt{\frac{k_i(t)^\tau}{2}} \, dt.\]

So far, the calculation formula of \(T_{sum}\) can be given as follows.

For the first case:
\[T_{sum} = \max \left( T_A + \sum_{i=0}^{n-1} c_i, t_{BF} \right). \quad (22)\]

For the second case:
\[T_{sum} = \max \left( T_A + \sum_{i=0}^{n} c_i, t_{BF} \right). \quad (23)\]
Discussion

The expression of $t_F$

According to the above discussion, $t_F$ is closely relevant to the evolution degree $e$. Obviously, $t_F = t_{AF}$ when the evolution is the slowest that $e = 1$ and $t_F < t_{AF}$ when the evolution is the fastest that $e < 0$. Here $r_A$, an information terminative coefficient of the upstream $A$, is introduced as follows, which denotes the advance ratio of the upstream information termination when $e = 0$:

$$r_A = \frac{t_{AF} - t_F}{t_{AF}}. \quad (24)$$

From Equation (24), we can obtain that:

$$t_{AF} - t_F = r_A t_{AF}. \quad (25)$$

$t_{AF} - t_F = 0$ when $e = 1$. Moreover, smaller $e$ indicates faster evolution; thus smaller $t_F$ and then larger $t_{AF} - t_F$. So $t_{AF} - t_F$ is the decreasing function of $e$.

Based on the above points, a simple expression of $t_{AF} - t_F$ can be constructed as follows:

$$t_{AF} - t_F = (1 - e)r_A t_{AF}. \quad (26)$$

From the Equation (26), $t_F$ can be yielded as:

$$t_F = [1 - (1 - e)r_A]t_{AF}. \quad (27)$$

The preliminary calculation results and analysis

The essential purpose of model construction in the uncertainty model of product development process based on activity overlapping is to calculate $T_{sum}$ so as to quantify the effect of time compression. But there are too many influence parameters in the proposed model, each of which has many values. Owing to the length limitation of the present paper, the comprehensive calculation, analysis and discussion will be given in another paper. Here we just list the calculation results with one kind of parameter combination in order to verify the effectiveness of the proposed model.

To make $T_{sum}$ non-dimensional, the coefficient of time compression is introduced and defined as follows:

$$\rho = \frac{T_{sum}}{T_A + d_0}. \quad (28)$$

According to the proposed model in this paper, the relation between time consumption of the information exchange and $\rho$ is shown in Figure 5 and the relation between the times of the advance information commutation and $\rho$ is shown in Figure 6, which results from the calculation. The parameters adopted in the calculation are: $T_A = 20$ weeks, $d_0 = 5$ weeks, $e = 1$, $k = 0.01$, $\lambda = 0.94$, $n = 4$, $r_A = 0.01$, $\mu_0 = 1$, $B = 0.1$ and $\alpha = 0$ in Figure 5, $\tau = 3$ days in Figure 6.

In Figure 5, the total time to execute the upstream and downstream activities may increase with the augmentation of the communication costs. It can be derived from Figure 6 that the total executing time may decrease correspondingly with the increase of time for the advance information commutation before the project starts. Such results accord with our intuition.

Both the results in Figures 5 and 6 satisfy $\rho < 1$, which shows that the effect of time compression is achieved by utilizing the model in this paper.

Conclusion

In view of the complicated and non-deterministic environments of current markets and the requirement of rapid response of modern enterprise to market changes, a kind of process model of product development with uncertainty based on activity overlapping is proposed in this paper, adopting the idea of concurrent engineering and taking the work of Krishnan and of Loch and Terwiesch as references. The proposed model integrates the merits of both Krishnan’s and Loch and Terwiesch’s, and the influence of many factors is generally considered, which makes it closer to the
actual process of the complex product development. The effectiveness of the proposed model is verified through preliminary calculation and analysis. The work of this paper is of great importance in mastering in principle the inherent regularities of a complex product development process and for effective compression of development time.
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1. Introduction

Currently, the rapid progress of information and network techniques is impelling the globalization of manufacturing activities. In order to win competition in global markets, enterprises have to innovate their manufacturing modes. E-manufacturing mode, as a novel manufacturing mode, has attracted profound interest in academic and industrial areas in recent years. Here, e-manufacturing can be seen as a kind of digital, networked and e-commerce-driven manufacturing technology that is formed by introducing e-technologies to current manufacturing environment with legacy and new-developed resources.

As one of the key enabling technologies for e-manufacturing, the scheduling mechanism and correspondent algorithms for e-manufacturing systems play a key role in making the systems work well. Compared with the legacy job-shop scheduling mechanism/algorithms, they have several new attributes that can be described in detail as follows:

- **Online attribute.** It is because equipment that is used to form the e-manufacturing systems has been reconstructed by means of adopting “e-technologies” in advance. Such reconstructions deal with building up the reconfigurable, new-type equipment whose front-sides are installed as one or a group of Web service mechanisms, organizing them together through the Internet, and then providing e-services in terms of using them. Therefore, the scheduling activities for e-manufacturing cells and e-manufacturing equipment corresponding to an e-manufacturing system must be performed in online mode.

- **Collaboration.** Because an e-manufacturing system is formed dynamically, and e-manufacturing cells used to form the e-manufacturing system have dynamical, agile and distributive attributes too, the scheduling information among the e-manufacturing system, e-manufacturing cells and e-manufacturing equipment must be produced in real time in the form of collaboration. Such collaboration pertains to the people who are participating in the corresponding manufacturing activities.

- **Dynamical attribute.** As we know, since the e-manufacturing cells are dynamically created based on specific manufacturing tasks, the scheduling mechanism for these e-manufacturing cells also has dynamical attributes.

According to the above new features of the scheduling mechanism/algorithms for e-manufacturing systems, this paper first adopts genetic algorithm (GA) to solve the problem of scheduling the e-manufacturing cells based on specific manufacturing tasks, and then the scheduling outcomes for the e-manufacturing system that consists of several e-manufacturing cells or for the whole e-manufacturing environment that is composed of different e-manufacturing systems can be exported on the basis of the scheduling results of the e-manufacturing cells.

The rest of this paper is organized as follows. Section 2 presents a brief review of the literature related to scheduling manufacturing systems/cells/job-shops. Section 3 provides some basic definitions used in this paper. In Section 4, a reference model for scheduling the part machining in e-manufacturing environment is put forward. An actual scheduling model for part...
machining in e-manufacturing cells is described in Section 5 and its GA implementation is given in Section 6. A case study is demonstrated in Section 7, which is followed by concluding remarks in Section 8.

2. Literature review

The job-shop-scheduling problem has been known as a strongly NP-complete problem for many years. Recently, great efforts have been applied and some solutions have emerged to solve this problem. For example, heuristic arithmetic (He et al., 1996), various neural network algorithms (Yang and Wang, 2002), genetic algorithm (GA) and so on. Davis was the first to study such a problem using GA in 1985 (Davis, 1985). Since then, a number of successful applications using GA for job-shop-scheduling problems have appeared (Yamada and Nakano, 1992; Watanabe et al., 1995; Maturana et al., 1997; Lawrence and Sewell, 1997; Lee and Dagli, 1997; Chenga et al., 1999; Cardon et al., 2000). Sakawa and Mori (1999) considered the imprecise or fuzzy nature of the data in real-world problems, and proposed an efficient genetic algorithm for job-shop-scheduling problems with fuzzy processing time and fuzzy due-date. Yao et al. (2001) presented a comparison approach of genetic algorithms based on the multi-reproductions, and the results of calculation indicated that this approach had a fast speed of convergence. Yun (2002) demonstrated a GA with fuzzy logic controller for preemptive and non-preemptive job-shop-scheduling problems in 2002 (Yun, 2002). Naturally, in these job-shop-scheduling problems, the research objects are relatively limited at a job-shop.

However, in the current manufacturing environment, the manufacturing activities take place in many distributed job-shops, which make the scheduling model more complex. In this environment, the scheduling operations must be provided with online attribute, collaboration and dynamical attribute. Nobuaki and Masaaki (1997) put forward a generic framework for an online scheduling and control system in batch process management. They described the needs and advantages of a genetic framework for online scheduling and proposed the framework for an online scheduling and control system (FOSS), which provided a basic structure and mechanisms of FOSS in detail as well as its implementation issues in a practical environment. Jürgen et al. (1998) presented an approach to global scheduling that is concerned with heuristic scheduling strategies and fuzzy concepts. In their research, a multi-site scheduling system that can resolve scheduling activities in different plants was designed.

Under these circumstances, in this paper, we bring forward a set of scheduling models for part machining in e-manufacturing environment, e-manufacturing systems and e-manufacturing cells, and design a physical e-manufacturing cell-scheduling algorithm that can provide the task-scheduling service for distributing users by taking advantage of the Internet and Web-based process-planning database.

3. Definitions of basic concepts

Before describing the scheduling models for e-manufacturing environment/systems/cells, we have to define the following concepts used in this paper:

- **E-manufacturing environment** (**e-ME**) is defined as a set of current existing e-manufacturing systems.
- **E-manufacturing system** (**e-MS**) is used for performing manufacturing tasks related to a kind of special product or a product family. It is formed based on clients’ dynamical manufacturing tasks. According to the BOM (bill of material) of this specific product or product family, a set of logic e-manufacturing cells that can finish the corresponding manufacturing tasks may be chosen to construct an e-manufacturing system in terms of adopting some selecting mechanism, e.g. bidding model.
- **Physical e-manufacturing cell** (**e-PMC**) mainly refers to the combination of concrete equipment that has the concrete manufacturing capabilities. It is a basic managing and executing unit during the manufacturing process in an e-manufacturing environment and has the concrete or fixed geographical site.
- **Logic e-manufacturing cell** (**e-LMC**) is a basic element for establishing an e-manufacturing system. Through selecting the one, several or all items of equipment in a physical e-manufacturing cell, which correspond to some of those special manufacturing tasks, a logic e-manufacturing cell can be formed dynamically, which bridges the gap between e-manufacturing systems and physical e-manufacturing cells. In other words, a logic e-manufacturing cell can be taken for a kind of existent mode of a physical e-manufacturing cell in an e-manufacturing system.
E-equipment is connected with network-centric equipment such as new-style CNC equipments or the legacy equipment that has been reconstructed by adopting “e-” technologies, e.g. using network-centric interfaces to encapsulate the legacy equipments.

Manufacturing tasks are defined as a series of part-based machining activities that may consist of some different sets of processes. Here, assembling tasks are included only for making the problem solving simple.

Process is defined as a series of machining operations or steps that are performed only in an e-equipment. In general, it is generated with the process-planning system.

Based on the above concepts, Figure 1 illustrates a logic framework for an e-ME. From this logic framework, we can definitely find out the relationship among e-ME, e-MSs, e-PMCs and e-LMCs. An e-ME consists of a number of e-PMCs that are owned by different manufacturers. Based on different kinds of part-based manufacturing tasks submitted by clients, the correspondent e-MSs are established dynamically. In a specific e-MS, the specific manufacturing tasks are divided into a series of sub-manufacturing tasks. Through adopting a bidding method, some of or all the items of equipment that belong to e-PMCs and have the capabilities requested for finishing the corresponding sub-manufacturing tasks are selected out, so as to form a series of e-LMCs dynamically. Through scheduling and controlling e-PMCs, the correspondent e-LMCs are scheduled and controlled and, further, the corresponding manufacturing tasks are performed efficiently and effectively.

4. Scheduling model for part fabrication in e-ME

As we know, the precondition and groundwork of research on systemic methodologies for e-manufacturing scheduling are to deeply analyze its task-based scheduling model. The methodology and framework for constructing and running e-MSs via an online e-service platform can be found in the literature (Jiang et al., 2002). Here, from the viewpoint of task-based scheduling, we only focus on the key points of e-manufacturing scheduling.

Figure 2 shows a task-based scheduling framework for e-MSs in an e-ME. From this Figure, we can see that the core enterprise in an enterprise federation can decompose the manufacturing tasks submitted by clients into three categories, that is, outsourcing, in-house, and out-house machining tasks.
based on the product BOM (bill of materials). Here, outsourcing parts correspond to suppliers; out-house machining parts are dispatched to the geographical distributive e-LMCs of other relative enterprises in the federation by the core enterprise based on the bidding mechanism; in-house parts are machined in the e-LMCs of the core enterprise. So, according to the above decomposition, we know that e-PMCs corresponding to e-LMCs are the actual workplaces to perform the corresponding manufacturing tasks. How to realize the task allocation in e-PMCs under the condition of satisfying the correspondent constraints is becoming the key point for e-manufacturing scheduling.

For the issues on scheduling e-LMCs, e-MSs, even e-ME as well, the corresponding outcomes can be induced from the scheduling results for e-PMCs by means of using the relationship shown in Figure 1.

### 5. Scheduling model for part fabrication in e-PMCs

In an e-manufacturing system, the different combinations of e-PMCs can be mapped as the job-shops in real society. The core of scheduling the e-PMCs is to take advantage of the manufacturing resources of the e-PMCs to sequence a series of manufacturing tasks, and further arrive at the objective of the minimal values of some objective function such as minimal cost and minimal machining time. Here, as defined above, the manufacturing tasks that are posted into the e-PMCs only consist of parts. Because a process is a basic element for formatting the manufacturing tasks of parts, and the operations/steps of a process are generally finished on the same equipment, the scheduling object for e-manufacturing procedure can be focused on the process-oriented scheduling of parts.

Before describing the scheduling model for part machining in e-PMCs, the following notations \((N1-N5)\) need to be introduced, first:

\[ N1. \text{Let } P \text{ be the set of machining tasks posted into an e-PMC; we can define } P = \{P_1, P_2, \ldots, P_n\}. \]

\[ N2. \text{Suppose that an e-PMC consists of } m \text{ e-equipments, this e-PMC can be seen as the set of these e-equipments, which is described as follows: e-PMC = \{DEV_1, DEV_2, DEV_3, \ldots, DEV_m\}.} \]

\[ N3. \text{Let } N_i \text{ be the number of processes of machining task } P_i, \text{ and } J_{P_i} \text{ be the set of processes of } P_i \text{ workpiece, the } J_{P_i} \text{ can be described as } J_{P_i} = \{J_1, J_2, J_3, \ldots, J_{N_i}\}, \text{ i} = 1, 2, \ldots, n. \]

\[ N4. \text{Let } (P_i, J_i, DEV_k) \text{ be the } j \text{ process of task } P_i \text{ machined on the } DEV_k \text{ equipment, and let the starting machining time of this process be } S(P_i, J_i, DEV_k) \text{ and machining time be } T(P_i, J_i, DEV_k). \]

\[ N5. \text{Let } D_i \text{ be the delivery time of task } P_i. \]
Taking the minimum manufacturing cycle as the capability index of scheduling, the mathematical model for e-PMCs can be built up as follows:

\[
\min E = \max S(P_i, J_j, DEV_k) + T(P_i, J_j, DEV_k)
\]

\[i \in [1, n], j \in [1, N_i], k \in [1, m]. \quad (1)\]

\[
S(P_i, J_{j-1}, DEV_a) - S(P_i, J, DEV_b) \geq T(P_i, J, DEV_b)
\]

\[i \in [1, n], k \in [1, N_i - 1], a, b \in [1, m]. \quad (2)\]

\[
S(P_x, J_{a}, DEV_k) - S(P_y, J, DEV_k) \geq T(P_y, J, DEV_k),
\]

or:

\[
S(P_y, J_{b}, DEV_k) - S(P_x, J_x, DEV_k) \geq T(P_x, J_a, DEV_k)
\]

\[x, y \in [1, n]; a \in [1, N_x]; b \in [1, m]. \quad (3)\]

\[
S(P_i, J_{j}, DEV_k) + T(P_i, J_j, DEV_k) \leq D_i
\]

\[i \in [1, n]; j = N_i, k \in [1, m]. \quad (4)\]

In the above equations, Equation (1) is the objective function, whose value is to take the maximal value referring to the finishing time of the last process of all manufacturing tasks. According to different scheduling results, this value is also changeable. If this maximal value is minimized, an optimized scheduling result concerning the minimal manufacturing cycle can be obtained. Equations (2) to (4) express the constraints. Here, Equation (2) describes the sequence constraint of processes. Under this constraint, different processes belonging to the same task cannot be machined at the same time. Equation (3) expresses the resource constraints, which mean that each equipment can only machine one manufacturing task at the same time. Equation (4) describes the constraint of delivery time.

### 6. GA implementation for scheduling model

As we have known, task-based scheduling has been recognized as a difficult NP-problem. But using the genetic algorithm (GA) to solve this kind of task-based scheduling NP-problem just displays the stronger advantage such as quick symptic rate, optimal resolution. Based on the feature of GA, we design and develop a scheduling algorithm and model for scheduling an e-PMC.

#### 6.1 Principle of GA-based scheduling model for e-PMC

A GA is a kind of optimal algorithm, which imitates the evolution of biology and incorporates biological concepts into analytical studies of systems. The basic philosophy and work flow of GA are described in detail as follows:

1. We select and create an initial population from the latent result set of a problem. Here, each population is made up of a series of individual strings, also called chromosomes, and each individual represents a possible solution to a given problem.

2. Then, based on the principle of “survival of the fittest” and the fitness value of each individual assigned by the fitness function, extremely appropriate chromosomes are assigned more opportunities to reproduce and the offspring share features taken from their parents.

3. The GA executes three operators: evolution, selection, and recombination. Here, the evolution is used to decide whether or not a chromosome is better based on a fitness function. The selection is a process in which individual strings are copied according to their fitness function values. The recombination always consists of two sub-operators: cross-over and mutation. Through carrying out these three operators and their sub-operators, a new population will be produced.

4. Finally, repeatedly applying (2) and (3) until some termination criterion is satisfied, the fitness of the final population will converge and arrive at an optimal and near-optimal solution.

Based on the mechanism and work flow of GA, Figure 3 illustrates the scheduling mechanism and presents a scheduling model for e-PMC. Its scheduling logic can be divided into the following three steps:

1. Mapping the exterior representing model to the inner gene model and deciding the number of the population;

2. Carrying out the cross-over and mutation operations to produce the new population based on the designed genetic operators and deciding the times of evolution operations according to the scheduling rules such as production period; and

3. Selecting out the optimal individual as a near-optimal solution and decoding it as the scheduling result of e-PMC according to the final fitness value.
6.2 Design of GA-based scheduling model for e-PMC

On the basis of the philosophy of GA and mathematical model, the GA-based scheduling model for e-PMC can be divided into three steps.

6.2.1 Copy operations

In fact, creating the evolution objects plays an important role in solving any practical problem with GA. It becomes much more important how we transform the practical scheduling problems of e-PMC into “gene”, “chromosome” and “population” that are the basic elements of GA.

(1) The genes of e-PMC scheduling. In order to create the genes of this scheduling model, the first thing we have to deal with is to code for the corresponding objects. In this paper, we take manufacturing tasks as our research objects. Referring to the manufacturing tasks, we adopt a series of characters to code for them. Here, these characters mainly consist of “0”, “…,” “g”, “-”, “.”. Through assorting these characters to form a character string, a manufacturing task can be coded well. In the e-PMC, the coding format for each process of a manufacturing task can be expressed as follows:

(“i”, “j”, “m”, “t”, “ID-Pro-Part”),

where “i” represents the task ID in the e-PMC “j” represents the process ID of the manufacturing task, “m” represents the machining capability description of the equipment related to the process, “t” represents the machining time of the process, “ID-Pro-Part” represents the relationship between the manufacturing task and the correspondent e-manufacturing system. For example, (1, 2, 2, 6, 01-01-01) expresses that manufacturing task “01” belongs to project “01” of e-manufacturing system “01”, process “2” belongs to manufacturing task “01” is machined on an e-equipment whose machining capability is assigned “2”, the machining time of process “2” is assigned “6”, and the ID of this manufacturing task is “1”. With this expression, all manufacturing tasks can be described clearly. We can also declare that the coding for a manufacturing task is the combination of coding its processes.

In the same way, we can code for the equipment related to the manufacturing tasks. In this paper, we design the following coding expression for every e-equipment in an e-PMC:

(“j”, “c”, “s”),

where “j” represents the coding of the e-equipment in an e-PMC, “c” represents the machining capability of the e-equipment, and “s” represents the current status of the e-equipment.
At the same time, we have to code for the finishing time of manufacturing tasks. In this paper, the coding for finishing time is described as (''i'', 'd''). Here, ''i'' represents the manufacturing task, and 'd' stands for finishing time.

Based on the coding method mentioned above, we can throw out the definition of genes of scheduling model for e-PMCs. Here, genes are represented as a set of manufacturing task coding, ‘‘process’’ coding of manufacturing tasks, manufacturing equipment coding, and finishing time coding of every manufacturing task.

(2) The chromosomes. Similar to biological bodies, e-PMCs are carriers of the genes related to the e-PMCs. To code for the chromosomes of e-PMC scheduling, we must keep to the following principles:

- The chromosome-coding scheme has to be simple, so as to improve the rate of evolution operations.
- The chromosome-coding scheme has to be convenient for the design and operations of the genetic operators.
- The chromosome-coding scheme has to keep its solution validity, even if it is transformed because of selection, cross-over and mutation, etc.

Based on the principles and the coding schemes concerning processes, manufacturing tasks and equipment mentioned above, for example, a coding string for a chromosome can be described as ''i-j-k-i-j-k-j-k'', and its length relies on the total number of all the processes concerning all manufacturing tasks. Here, ''i'', ''j'', ''k'' represent manufacturing task IDs and will be replaced with their correspondent manufacturing task coding in the e-PMCs. The times of their appearing in the chromosome depend on the number of processes that are connected respectively with their own manufacturing task. The position sequence of their appearing in the chromosome represents the sequence of different processes of a manufacturing task to be machined. After filling in the correspondent ID values, the above chromosome coding string is like ''1-2-1-3-1-2-3-2-3'', which represents that there exist three manufacturing tasks and each manufacturing task has three processes. This chromosome also consists of the machining queue information of the manufacturing tasks. The machining flow hinted at from this chromosome declares such facts as that process ''1'' of task ''1'' is first machined, and then process ''1'' of task ''2'', and then process ''2'' of task ''1'', and then process ''1'' of task ''3'', etc. Based on the method, the final scheduling result can be reached.

(3) The population of e-PMC scheduling. The population of e-PMC scheduling is a combination of some individuals of e-PMC scheduling. Because the chromosomes of the individuals include the evolution information, these individuals participating in the evolution procedure can be represented with their chromosomes. Under this condition, an individual of e-PMC scheduling can be described as a valid coding string of a chromosome.

During the implantation of population of e-PMC scheduling, the following requirements must be satisfied:

- The produced individuals of e-PMC scheduling should not be reduplicated.
- The produced individuals of e-PMC scheduling should be random and distributive.

6.2.2 Evolution

The genetic operators of e-PMC scheduling mainly consist of selection, cross-over and mutation, whose detailed functions are described as follows:

(1) Selection. Selection operator is used to decide the individuals for cross-over operations in population and the number of sub-individuals produced by selected individuals. So, the fitness value of individuals must be calculated first. Then, according to the sequence of fitness value of individuals, the number of individuals is selected and the concrete individuals used for mutation are confirmed randomly at the mutation probability.

(2) Cross-over. Cross-over operator is used to create the new sub-individual based on the excellent individual. In order to expediently describe the process of cross-over operations of e-PMC scheduling, we adopt structure trees with the tabs to describe every individual. Figure 4 shows using the structure trees to describe individuals and the cross-over operations between two individuals. In Figure 4, the root node (individual) is described with character ‘‘+’’, the inner nodes with characters ‘‘*’’ and ‘‘-’’, and the leaf nodes correspond to genes described with ‘‘c1’’, ‘‘c2’’, ‘‘g1’’ or ‘‘g2’’. So, the cross-over operations can be implemented by exchanging the sub-trees of the two trees (corresponding to the two individuals) to produce two new trees (corresponding to the two new individuals after cross-over). In Figure 4, node ‘‘A’’ related to two individuals is randomly selected as cross-over node and the correspondent cross-over procedure between them is illustrated. Similarly, according to...
the different number of selected cross-over nodes, the concepts of single-node cross-over and multi-node cross-over are also considered in this paper.

(3) Mutation. In e-PMC scheduling, the design philosophy for mutation operation follows such facts that a new sub-tree is produced through replacing the sub-tree of an individual selected for mutation and then a new individual is created. On the basis of checking the validity of this new individual, we can decide whether or not the individual is an offspring. Figure 5 shows the mechanism of mutation operations.

6.2.3 Deciding the fitness function of e-PMC scheduling

Because the objective function of e-PMC scheduling is to minimize the maximal values of finishing time of the last process of all manufacturing tasks, we directly adopt the objective function of e-PMC scheduling as the fitness function, which is described as follows:

\[
\text{Fitness} = \max \{ S(p[i], k[N(i)], m[j]) + T(p[i], k[N(i)], m[j]) \} \\
1 \leq i \leq n, 1 \leq j \leq m.
\]

6.3 Software implementation of GA-based scheduling model for e-PMCs

According to the above-mentioned scheduling mechanism and the basic traits of e-manufacturing, we develop a Web-based scheduling module for e-PMCs as an...
attachment of the e-service platform for online part e-manufacturing (Jiang et al., 2002). This module is under the control of the platform and depends on the Java Web solution concerning a three-tier “browser/server/database” infrastructure. Referring to the machining process information of in-house and out-house workpieces derived from BOM flow of products and the resource information of e-equipments in e-PMCs, the Web-based and task-driven scheduling operations are realized. Furthermore, in terms of associating the manufacturing tasks that are posted into e-PMCs with correspondent e-LMCs and referring to the relationship between e-LMCs and an e-MS, the scheduling based on manufacturing tasks for the whole e-manufacturing system can also be exported in a collaborative way. Figure 6 just illustrates the software architecture for task-driven e-manufacturing scheduling mechanism on the Web.

7. Case study

Based on the above ideas, we use the following case to test the GA-based scheduling model developed for e-PMCs. In order to run a scenario, we set up the following initial data:

- The number of population is assigned as “40”.
- The cross-over probability is designated as “0.8”.
- The mutation probability is “0.05”.
- The e-PMC consists of five items of e-equipment in which equipment “5” is a grinding machine and the others are lathes.

The data used in the scheduling scenario come from a Web-based database of a computer-aided process-planning system and are shown in Table I.

After inputting the above initial data into the module, we can execute it to simulate the scheduling procedure of e-PMC. Figure 7 shows a screen snapshot concerning the optimal scheduling solution in the form of the Gantt charts.

8. Concluding remarks

E-manufacturing scheduling mechanism plays an important role in enabling and executing e-manufacturing systems. By
### Table 1
The initial data for a $6 \times 6$ scheduling problem

<table>
<thead>
<tr>
<th>Task ID</th>
<th>Process ID related to task $(i, j, m, t, ID)$</th>
<th>Finishing time</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>$(1,1,1,2,01-01-01),(1,2,1,3,01-01-01)$</td>
<td>46</td>
</tr>
<tr>
<td></td>
<td>$(1,5,2,4,01-01-01)$</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>$(2,1,3,01-01-02),(2,2,1,3,01-01-02)$</td>
<td>30</td>
</tr>
<tr>
<td></td>
<td>$(2,3,1,3,01-01-02)$</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>$(3,1,1,2,01-01-03),(3,2,1,4,01-01-03)$</td>
<td>44</td>
</tr>
<tr>
<td></td>
<td>$(3,3,2,3,01-01-03),(3,4,1,3,01-01-03)$</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>$(4,1,5,02-03-01),(4,2,1,2,02-03-01)$</td>
<td>38</td>
</tr>
<tr>
<td></td>
<td>$(4,3,1,3,02-03-01),(4,4,1,6,02-03-01)$</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>$(5,1,2,4,01-02-01),(5,2,1,3,01-02-01)$</td>
<td>35</td>
</tr>
<tr>
<td></td>
<td>$(5,3,1,3,01-02-01),(5,4,1,3,01-02-01)$</td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>$(6,1,1,3,02-01-01),(6,2,2,4,02-01-01)$</td>
<td>40</td>
</tr>
<tr>
<td></td>
<td>$(6,3,1,5,02-01-01),(6,4,1,5,02-01-01)$</td>
<td></td>
</tr>
<tr>
<td></td>
<td>$(6,5,1,4,02-01-01),(6,6,1,3,01-02-01)$</td>
<td></td>
</tr>
</tbody>
</table>

Notes: In this Table $(i, j, m, t, ID)$ expresses that process “$j$” belongs to task “$i$”, machining time of process “$j$” is “$t$”, “$m$” marks the machining constraint of process “$j$” (for example, “1” corresponds to lathe and “2” to grinding machine tool), and “$ID$” describes the relationship between the manufacturing task and the e-manufacturing system to do this task.

### Figure 7
An optimal scheduling result for e-PMC
means of using the genetic algorithm, in this paper, the mathematical model for e-manufacturing scheduling is described. On the basis of defining the concepts of e-ME, e-MS, e-PMC, and e-LMC and analyzing the relationship between them, the scheduling issue for e-MS can be brought down to the scheduling issue for the e-PMCs. Through establishing the mathematical model for scheduling the e-PMCs, the Web-based and GA-driven module is designed, developed and demonstrated based on part machining. The case study has proved that the implementation can be used efficiently to control the e-manufacturing procedure in the level of e-manufacturing environment via an online e-Service platform for part online manufacturing. We also hope that the research philosophy and results obtained can establish a foundation for the e-manufacturing mode.
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Abstract
In order to represent, analyze, optimize, and manufacture a component made of multi-heterogeneous materials for high-tech applications, a computer model of the heterogeneous component needs to be built first. Heterogeneous materials include composite, functionally graded materials, and heterogeneous materials with a periodic microstructure. Current modeling techniques focus only on capturing the geometric information and cannot satisfy the requirements from modeling the components made of multi-heterogeneous materials. This paper develops a modeling method, which can be implemented by employing the functions of current CAD graphic software and can obtain the model including both the material information (about its microstructures and constituent composition) and the geometry information without the problems arising from too many data.

1. Introduction
With rapid developments of high technology in various fields, there appear to be more critical requirements for special functions of components/products, such as negative Poisson’s ratio, zero thermal expansion coefficient, and extreme bulk modulus. These special requirements cannot be satisfied by using conventional homogeneous materials. The attention has now focused on heterogeneous materials (HM), including composite materials, functionally graded materials, and heterogeneous materials with a periodic microstructure. A heterogeneous component (HC) can be made of single material in a heterogeneous form or multiple heterogeneous materials, according to the requirements for special functions of the components/products (Chen and Feng, 2003). In order to design and manufacture the heterogeneous components, the computer models for representing the heterogeneous components, especially those made of multi-heterogeneous materials, need first to be built, so that further analysis, optimization and layered manufacturing can be implemented based on the models. Current modeling techniques focus only on capturing the geometric information (Lee, 1999). Some researchers are now focusing on modeling heterogeneous objects by including both the variation in constituent composition and the geometry in the solid model (Kumar and Dutta, 1998; Kumar et al., 1999; Jackson et al., 1999; Siu and Tan, 2002a, b; Morvan and Fadel, 2002). But modeling or representing the microstructure of heterogeneous components is beyond their scope (Kumar and Dutta, 1998). Since the microstructure size is very small, a model consisting of such microstructures would have a huge number of data to be stored. Even with the help of high-speed modern computers, the processing of such a model is difficult and needs extreme care and thoughts for I/O operations. The modeling should, therefore, be able to apply the functions of current CAD systems without compromising the speed of the operations and the reasonable utilization of computer resources.

This paper develops a modeling method, using axiomatic design (Suh, 1990, 2001), which can be implemented by employing the functions of current CAD graphic software and can obtain the model including both the material information about its microstructures and constituent compositions and the geometry information without the problems arising from too many data.

2. Requirements of modeling heterogeneous components
Before developing a modeling method for heterogeneous components, the requirements for representing a component made of heterogeneous materials should be made clear first. Since heterogeneous materials cover composite materials, functionally graded materials, and heterogeneous materials with a periodic microstructure, the requirement for each one of them is analyzed, respectively, as follows.

A composite material (Berthelot, 1999; Chawla, 1998; Barbero, 1998) consists of one or more discontinuous phases distributed in one continuous phase. The continuous phase is called the matrix and may be resin, ceramic, or metal. The discontinuous phase is called reinforcement or inclusion and may be fibers, particles, or voids. Reinforcement is used to improve certain properties of matrices, such as stiffness, behavior with temperature, and resistance to abrasion. For
instance, lead inclusions in copper alloys make them easier to be machined. The properties of composite materials result mainly from the properties of both their matrix and reinforcements and the geometry and distribution of their reinforcements. Thus, to describe a component made of a composite material, its model will have to specify the geometry, material, and distribution of reinforcement and the matrix material as well as the geometry of the component.

Functionally graded materials are used to join two different materials without stress concentration at their interface. Gradation in properties from one portion to another portion can be determined by material constituent composition. The volume fraction of one material constituent should be changed from 100 per cent on one side to zero on another side, and that of another material constituent should be changed the other way round. In fact, there are many material composition functions (Bhashyam et al., 2000). The designers can choose certain composition functions from them for their applications. For example, the following parabolic function is selected for material composition function of the metal/ceramic functionally graded material in the cylinder of vehicular engines or pressure vessels:

\[ V_A = a_0 + a_1 x + a_2 x^2 \]  

where \( V_A \) is the volume fraction of metal and \( x \) is the distance from one side. The coefficients of the parabolic function are optimized subject to criteria that the thermal flux across the material is minimized, and the thermal stresses are minimized and restricted below the yield stress of the composite material. After the determination of composition function, physical properties can also be estimated based on property estimation models (Bhashyam et al., 2000). Thus, in order to describe a component made of a functionally graded material, its model will have to specify its material constituents and their constituent composition as well as the geometry of the component.

Heterogeneous material with a periodic microstructure is indicated in Figure 1. Such materials are described by the base cell, which is the smallest repetitive unit of material and comprises a material phase and a void phase. It should be emphasized that, in comparison with the dimensions of the component, these non-homogeneities should be very small in size. The effective properties of the heterogeneous material are determined by the topology of its base cell and the properties of its constituents, and can be predicted by the mathematical theory of homogenization (Bendsoe, 1995; Hassani and Hinton, 1998, a, b). In other words, the effective properties of the heterogeneous material can be changed by designing various topologies of its base cells. With the homogenization method, the topology of the base cell can be designed, according to certain requirements, using topology optimization (Silva et al., 1997; Larsen et al., 1997). Thus, in order to describe a component made of a heterogeneous material with a periodic microstructure, its model will have to specify its material and its microstructure (or base cell) as well as the geometry of the component.

According to the above analysis, it is obvious that the functional requirement (FR) of its model can be decomposed into three sub-FRs, representing: geometry, material constituent composition, and material microstructures (including the geometry and distribution of reinforcement for composite materials) of the component, which are noun phrases corresponding to “what we want to achieve” and can be written as:

- **FR\(_1\)**: Representing geometry of the component.
- **FR\(_2\)**: Representing material constituent compositions of the component.
- **FR\(_3\)**: Representing material microstructures of the component.

In other words, in order to represent a component made of composite, functionally graded materials, and/or heterogeneous materials with a periodic microstructure, its model has to be able to satisfy the above three functional requirements. According to axiomatic design (Suh, 1990, 2001), the model should be decomposed into three sub-models as the design solution (DS) to satisfy the three FRs, respectively. These DSs are stated starting with a verb corresponding to “how we achieve it” and can be written as:

- **DS\(_1\)**: Build its geometric model.
- **DS\(_2\)**: Build its material constituent composition model.
- **DS\(_3\)**: Build its material microstructure model.

Thus, according to axiomatic design, the design equation for it can be obtained as follows:

\[
\begin{bmatrix}
FR_1 \\
FR_2 \\
FR_3
\end{bmatrix} =
\begin{bmatrix}
X & 0 & 0 \\
x & X & 0 \\
x & x & X
\end{bmatrix}
\begin{bmatrix}
DS_1 \\
DS_2 \\
DS_3
\end{bmatrix},
\]  

From the equation obtained, it can be seen that the design matrix is a triangular matrix, which indicates that the design is a decoupled design and satisfies the independence axiom (Suh, 1990). Therefore, these DSs can be adopted, that is, it is correct to build the three sub-models to represent the
3. Modeling of heterogeneous components

A 3D model representing the geometry of a component can be made by using current CAD graphic software (Lee, 1999), and is indicated by $G$. This model can be divided into $n$ regions or parts based on their different types of material constituent compositions. Thus, the material constituent composition set can be indicated by:

$$C = \{C_i, i = 1, 2, \ldots, n\}. \quad (3)$$

According to its material microstructures, the geometry model can also be divided into $m$ regions or parts, if there are $m$ different types of microstructures. The material microstructure set can be written as:

$$S = \{S_j, j = 1, 2, \ldots, m\}. \quad (4)$$

Thus, the material set ($M$) of the component can be obtained by solving Cartesian product of $C$ and $S$ as:

$$M = C \times S = \{M_{ij} | i \in (1, 2, 3, \ldots, n), j \in (1, 2, \ldots, m)\}. \quad (5)$$

For example, there are six different material constituent composition regions ($n = 6$) and four different material microstructure regions ($m = 4$) in the component $G$, as shown in Figure 2. Solving its Cartesian product of $C$ and $S$ can obtain 14 material regions, each of which contains the same information of both material constituent composition and microstructure. The first Arabic figure of the symbol of each region is the code name of material constituent composition region, and the second English letter is the code name of material microstructure region. Region 6a, for instance, indicates that its material constituent composition in this region is determined by that in Region 6 of material constituent composition set and its material microstructure is specified by that in Region $a$ of material microstructure set.

A model is an approximation of the component or object along one or more dimensions of interest, and can be any entity that exhibits some aspect of the component that is required for the purposes concerned (Ulrich and Eppinger, 2000). Therefore, modeling can be in many different forms, such as a physical model, a wire-wrapped circuit board, a system of equations, frames and slots (i.e. schema) (Jonassen et al., 1993), 3D solid models, or their combinations. Since modeling the components made of multi-heterogeneous materials needs to include not only its 3D geometry but also all the material information about periodic microstructures, constituent composition, and inclusions, it is obvious that contemporary computer solid modeling systems are not sufficient for the purpose and other types of models have to be applied. A model representing a component made of multi-heterogeneous materials can be decomposed into three sub-models, as analyzed in the previous section, so as to include all the required information. The three types of sub-models are: geometric model (i.e. 3D solid model), material constituent composition model, and microstructure model for each material region. For geometric model, the B-rep scheme (Lee, 1999) can be used to represent the shape of the whole component and all the borders between different material regions in the component. We will use a schema to
represent the structural knowledge or information for each of the last two sub-models, since the schema is easy to use to establish the linkage among graphic library, database and application software, which is prerequisite for modeling the components made of multi-heterogeneous materials. Each schema consists of several frames. Each frame represents a type of inclusion or periodic microstructure cell and consists of several slots. Each slot contains a type of information to describe the frame in more detail, such as the type of inclusion material, the distribution function of each inclusion, the inserting array for each type of periodic microstructure cell, the type of the local coordinate system of the material region, the location and orientation of the local coordinate system in the global coordinate system, composition function of each material constituent, or the code name of the parametric geometrical model of the periodic microstructure cell.

3.1 Material constituent composition models

Each region in material constituent composition set has a specified material constituent composition. The volume fraction of the $k$-th material constituent at the position $(x, y, z)$ can be represented as:

$$V_k = f_k(x, y, z).$$  \hspace{1cm} (6)

This material composition function along with primary material combinations and intended applications can be obtained from much of the literature (Bhashyam et al., 2000), and organized into a database for applications. Designers may select suitable material composition functions from it for their applications according to the functional requirements of the component.

Based on schema theory (Jonassen et al., 1993), frame and slots can be used to organize the knowledge for modeling. The model for the $i$-th material constituent composition region is then designed using axiomatic design as the following schema form:

$$C_i = \{\text{Number of material types: } q_i, \text{ Material type: } m_1, m_2, \ldots, m_{q_i}, \text{ Coordinate system type: } \text{(Cartesian, cylindrical, or spherical coordinate system)} \}$$

The first slot is the number of material types in the material region. The second slot is the material types represented by the code names of material types. All the information about a material type can be retrieved from a material database according to its code name.

The third slot is the local coordinate system

Figure 2

An example of heterogeneous components
3.2 Material microstructure models

The material microstructure model introduced in this paper covers both the microstructure of composite materials and the periodic microstructure of heterogeneous materials.

3.2.1 Material microstructure models for composite materials

The composite material consists of matrix and reinforcements (or inclusions). The latter may have various shapes, sizes, and distributions. Their shapes and size are varied randomly, and their distribution in the matrix may be even or uneven. Since the components are considered to be made by layered manufacturing technology in this paper, the inclusions are sprayed on to the layer where the matrix material is being spread. Using the schema theory, the model for the k-th material microstructure region (with composite materials) is designed as the following form:

\[ S_k = \{ \text{Insertion: operation 1:} \}
\]

- Inclusion material: “code name of material 1”
- Coordinate system type: (Cartesian, cylindrical, or spherical coordinate system)
- Origin of coordinate system: \(X_k, Y_k, Z_k\)
- Orientation of coordinate system: \(\alpha_k, \beta_k, \gamma_k\)
- Spraying function: \(V_{k1} = f_{k1}(x, y, z)\)

Insertion operation 2:

- Inclusion material: “code name of material 2”
- Coordinate system type: (Cartesian, cylindrical, or spherical coordinate system)
- Origin of coordinate system: \(X_k, Y_k, Z_k\)
- Orientation of coordinate system: \(\alpha_k, \beta_k, \gamma_k\)
- Spraying function: \(V_{k2} = f_{k2}(x, y, z)\)

\[
\ldots
\]

Insertion operation \(N\):

- Inclusion material: “code name of material \(N\)”

Coordinate system type: (Cartesian, cylindrical, or spherical coordinate system)
- Origin of coordinate system: \(X_k, Y_k, Z_k\)
- Orientation of coordinate system: \(\alpha_k, \beta_k, \gamma_k\)
- Spraying function: \(V_{kN} = f_{kN}(x, y, z)\)

This model consists of \(N\) frames based on the number of spraying operations, each of which describes one type of spraying operation. In each frame, each slot is defined as follows:

The first slot is the material type of inclusion, which is represented by the code name of material type. All the information about the inclusion (e.g., its material type, shape, and average size) can be retrieved from a material database according to its code name. The second slot is the local coordinate system type of material microstructure region, which may be Cartesian, cylindrical, or spherical coordinate system. The third and fourth slots are the origin and the orientation of the local coordinate system, respectively, which are based on global coordinate system. The fifth slot is the spraying volume fraction of inclusion that is a volume ratio between inclusion and matrix material and a function of the spraying position \((x, y, z)\).

3.2.2 Material microstructure models for heterogeneous materials with a periodic microstructure

A heterogeneous material with a periodic microstructure is described by its base cell, which is the smallest repetitive unit of material and comprises a material phase and a void phase. The base cells are arranged into a rectangular array (Figure 1b), cylindrical array, or spherical array. Figure 3(b), for example, shows a cross-section of the base cells shown in Figure 3(a) in a cylindrical array, and also represents the cross-section passing the center in a spherical array.

The model for the \(j\)-th material microstructure region (with a heterogeneous material with a periodic microstructure) can be expressed as follows:

\[ S_j = \{ \text{Insertion: “code name of base cell”} \}
\]

- Coordinate system type: Cartesian, cylindrical, or spherical coordinate system
- Origin of coordinate system: \(X_j, Y_j, Z_j\)
- Orientation of coordinate system: \(\alpha_j, \beta_j, \gamma_j\)
- Inserting position function:

\[
(x, y, z) = [(x_j(t_1), y_j(t_2), z_j(t_3))]
\]

\[(t_1, t_2, t_3) \in (“Integer” (x, y, z) \in S_j)]
In this model, the first slot is the pattern of base cell, which can be retrieved from the parametric microstructure graphics library according to the code name of its pattern. The second slot is the local coordinate system, which may also be Cartesian, cylindrical, or spherical coordination system. The third and fourth slots are the origin and the orientation of the local coordinate system, respectively, which are based on global coordinate system. The fifth slot is the inserting position of base cells, which should be at a point in an array or matrix of local coordinate system and within its material microstructure region. For example, if Cartesian coordinate system is applied, its matrix can be determined, as shown in Figure 4, by:

\[
\begin{align*}
x &= \{ k_x t_1 + c_x, t_1 = 1, 2, \ldots \} = \{ x_1, x_2, \ldots \} \\
y &= \{ k_y t_2 + c_y, t_2 = 1, 2, \ldots \} = \{ y_1, y_2, \ldots \} \\
z &= \{ k_z t_3 + c_z, t_3 = 1, 2, \ldots \} = \{ z_1, z_2, \ldots \}
\end{align*}
\]  

where \( k_x, k_y, k_z, c_x, c_y \) and \( c_z \) are constants. The sixth slot is the dimension of base cell, which consists of all the parameters of its 3D parametric model and is determined by a special function set, \( D = F_{d}\{x, y, z\} \), where \( D \) is a vector including all the parameters of base cell, while \( x, y, z \) are the coordinates of inserting point of base cell. In Cartesian coordination system, the dimension vectors (D) for all the base cells shown in Figure 1(b) are the same, i.e. \( D = \text{“constant”} \). But, if cylindrical or spherical coordination system is used, as shown in Figure 3, the dimensions vectors of all the base cells in the same circle are the same and those in different circles are the linear functions of their radial position coordinates. The seventh slot is the orientation of base cell, which is also determined by a special function set, \( \theta = f_{o}\{x, y, z\} \), where \( \theta \) is a vector including three axial angles of base cell, while \( x, y, z \), are the coordinates of inserting point of base cell. In Cartesian coordination system, the orientation vectors (\( \theta \)) for all the base cells shown in Figure 1(b) are the same, i.e. \( \theta = \text{“constant”} \). But, if cylindrical or spherical coordination system is used, as shown in Figure 3, the orientation vectors of base cells are the normal vectors of their inserting points. Thus, the orientation vector of all the base cells in the same radial is the same.

4. Conclusions

This paper develops the methods for modeling heterogeneous components using axiomatic design. The method divides a component into two region sets (\( C \) and \( S \)) based on its material constituent compositions and material microstructures. Thus, a component can be decomposed, by Cartesian product of \( C \) and \( S \), into material regions (\( M_{ij} \)), each of which has the same material constituent composition and microstructure. A model representing a component made of multi-heterogeneous materials can then be decomposed into three sub-models. The three types of sub-models are: geometric model (i.e. 3D solid model), material constituent composition model, and microstructure model for each material region. For geometric model, the B-rep scheme can be used to represent the shape of the whole component and all the borders.
between different material regions in the component. The other two types of sub-models are built, respectively, using schema theory. This method can employ the functions of current CAD graphic software and obtain the model including the material information about both microstructures and constituent compositions along with geometry information in current 3D solid modeling without problems arising from too many data.

References


The work described in this paper was supported by a grant from the Research Grants Council of the Hong Kong Special Administrative Region, China (Project No. HKU 7062/00E). The financial contribution is gratefully acknowledged.
Intelligent process-planning system or optimal CNC programming – a step towards complete automation of CNC programming

Millan K. Yeung
Integrated Manufacturing Technologies Institute, National Research Council
Canada, London, Ontario, Canada

1. Introduction

CNC machining was one of the most important developments for manufacturing technologies in the twentieth century. It provides high efficiency for mass production of consumer products and flexibility for low quantity production of specialized parts and components. However, one of the bottle-necks of CNC machining is the CNC programming. It requires a skillful programmer who should be not only CAD/CAM and computer-literate but also a machining expert. While CNC tool paths can be generated by most CAD/CAM systems efficiently, planning for the machining process is tedious and almost completely relies on the expertise of the programmer. Decisions such as tools used for roughing and for finishing, number of passes and sequence of cuts are completely dependent on the knowledge of the programmer. Recent publications have started to address this shortcoming of CNC programming and many research works have been conducted to find ways to reduce this deficiency but they mostly dealt with specific environments and conditions (Chin, 1988; Mantyla, 1989; Martin 1989; Pande and Prabhu. 1990; Buddie and Imbusch, 1992; Norton, 1993; Yeo, 1995; Fuh et al., 1995; Christensen and Mogensen, 1995). This paper proposes an intelligent process-planning system based on a generic methodology and algorithm to automate and optimize the planning process for CNC machining.

The system utilizes the knowledge base, blackboard system and generic learning technologies. The knowledge base captures the experience of the programmer and facts relevant to the machine tools. The combination of the blackboard system, learning structure and algorithm defines the process plan and optimizes it for the operation. The implemented system would be very flexible. It has the capability to store and utilize new and specialized knowledge and facts or rules. Optimization is achieved within the defined knowledge set. With the capability and flexibility to expand and learn, the system could fully automate and optimize the CNC planning process within its given machining domain.

2. The system

The system divides the CNC planning process into three modules. The first module “Feature extraction” is a knowledge base (Waterman, 1986, p. 392) that captures and stores part features, common machining techniques and logics for the given CNC machine. The second module “Tool competition” is a blackboard system (Waterman, 1986, pp. 388-9) that considers each cutting tool preset on the CNC machine as a “competitor”. It competes for the “job” to machine the part that is posted on to the blackboard. The third module “Tool optimization” is a learning system (Tanimoto, 1990) that evaluates and selects the optimal cutting tools from the successful competitors to machine the part. An optimal cutting tool is selected for each pass of the tool path and therefore the tool path is optimized.

2.1 The feature extraction module

The core of this module is a knowledge base that consisted of a series of parallel nodes. Each of these nodes represents a family or class of machinable parts (or sections of a part). Rules, facts, topological machining logics and constraints for the machining of the part are stored in a tree under the node. The leaf of the tree is the feature to be machined. To plan a machining job, the part
to be machined is divided into features according to their machining criteria and procedures. Subsequently, the features are extracted in a topological order for the actual machining. The granularity of feature or part division can be adjusted for specific preference and application with appropriate design and implementation. The knowledge base \( S \) is a set of tree structures that represents different classes of parts:

\[
S = \{x_1, x_2, x_3, \ldots, x_n\},
\]

where \( x_i \cap x_j = \phi; \quad i, j = 0, 1, 2, \ldots, n; \quad i \neq j \)

and \( x_i \) is the root of a tree such that:

\[
x_i = (y_1, y_2, \ldots, y_k),
\]

where \( y_i \) is a sub-tree that represents a sub-assembly of features or a leaf that represents a feature to be machined, and \( k \) is the number of sub-assemblies or features.

The output \( F \) of this module is a set of \( m \) ordered pairs of machinable feature \( z_i \), and updated blank configuration \( b_i \), for the part to be machined:

\[
F = \{(z_1, b_1), (z_2, b_2), (z_3, b_3), \ldots, (z_m, b_m)\};
\]

and

\[
z_i \cap z_j = \phi; \quad i \neq j; \quad b_p \in b_q; \quad b_q \notin b_p;
\]

\[
p < q; \quad i, \quad j, \quad p, \quad q = 0, 1, 2, \ldots, m.
\]

The operation starts by setting \( z_0 \) to null, \( b_0 \) to the blank and \( p_0 \) to the part. Then:

\[
z_0 = \phi;
\]

\[
b_0 = \text{blank_configuration; size, material, shape, etc.}
\]

\[
p_0 = \{f_1, f_2, \ldots, f_m\}; \quad \text{the part, represented by features}
\]

\[
z_{i+1} = g(S, p_i);
\]

\[
b_{i+1} = b_i + z_i;
\]

\[
P_{i+1} = p_i - z_i;
\]

and

\[
f_i \subseteq z_j, \quad i, \quad j = 0, 1, 2, \ldots, m,
\]

where \( g \) is a function (the inference engine) that extracts the machinable feature \( f \) from the part \( P \) according to the machining topology and knowledge stored in \( S \) and outputs it along with the specific rules (if there are any) to \( z \). It can be as simple as:

\[
g(S, p_i) = \text{extract_leaf} (x_i - p_i, \text{or } f_j \in S);
\]

The procedure reiterates until all the features are extracted.

### 2.2 The tool competition module

The main element of this module is a blackboard or bulletin board structure where the feature and requirements extracted from the feature extraction module are posted. Each of the cutting tools preset on the machine is represented by a “vendor” (a bidder to the job listed on the bulletin-board) or tool-node that will “compete” to machine the feature based on its capabilities and constraints. Each tool-node is equipped with a knowledge base that stores these capabilities and constraints. The structure of the knowledge base is similar to the one in the feature extraction module. The capabilities are represented by a set of parallel nodes and their constraints are stored in tree structures under the nodes. A tool \( T \) is represented by a set of \( k \) capabilities \( C \):

\[
T \supset C;
\]

\[
C = \{c_1, c_2, c_3, \ldots, c_k\},
\]

where \( c_i \cap c_j = \phi; \quad i, j = 0, 1, 2, \ldots, k; \quad i \neq j \)

and \( c_i \) is the root of a tree such that:

\[
c_i = (r_1, r_2, \ldots, r_n),
\]

where \( r_i \) is a sub-tree that represents an intermediate constraint or a leaf. The leaf could be restrictions, limits of the functional/operational range, quantified finishing qualities, etc.

To machine a feature \( F \) being posted in the bulletin board, tool \( T \) examines its capabilities and decides whether to compete for the machining work or not. The output \( Q \) of this module would be a set of tools that can machine \( F \).

The algorithm is relatively simple for this process:

\[
F = (f, b);
\]

\[
Q = \phi;
\]

\[
t_i(f, b) = \begin{cases} T_i \text{ if } c_i \supset f, & \text{i.e. } T_i \text{ is to compete} \\ \phi \text{ Otherwise, } & \text{i.e. } T_i \text{ is to compete} \end{cases}
\]

\[
Q = Q + t_i(f, b);
\]

for \( i = 1, 2, \ldots, m, \)

where \( f \) is the feature to be machined, \( b \) is the current configuration of the blank, \( t_i \) is the inference engine of the \( i \)th tool that decides if \( T_i \) is capable to machine \( F \) and \( m \) is the number of tools preset for the machine.

### 2.3 The tool optimization module

The tool optimization module works in conjunction with the tool competition module to select optimal tools for the machining of the part. At this early design of the system, the environment for the evaluation is the simulation of machining path/pass of the selected tool and the goal is to achieve the fastest cycle time. A modified stochastic learning automata (SLA) (Narendra and Thathachar, 1989) structure with generic learning algorithm is chosen to be the foundation of the implementation because of its flexibility and simplicity. Future design of the learning module will include multiple goals in various properties such as surface finishing, machining
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dynamics, tool characteristics, tool longevity, etc. The standard SLA structure is defined as the following quintuple:

\[ SLA = \{ \alpha, \beta, p, T, c \}, \]

where \( \alpha \) and \( \beta \) represent the sets of input and output states, \( p \) is the corresponding probability vectors, \( T \) is the learning algorithm and \( c \) is the corresponding penalty probability defining the environment. The modified SLA for this system is much simpler with only three elements:

\[ SLA = \{ \beta, P, T \}, \]

where \( \beta \) is the output state, \( P \) is the probability vector for the cutting tools of the machine and \( T \) is the learning algorithm. A tool is represented by an element \( p_i \) of the probability vector \( P \):

\[ P = \{ p_1, p_2, \ldots, p_n \}, \]

where \( n \) = number of tools preset on the machine that is qualified for the job.

\( T \) evaluates the return from the simulation and updates \( P \) accordingly. After the \( i \)th iteration, \( T \) updates \( P^i \) to \( P^{i+1} \) for the next simulation based on \( \beta': \)

\[ P^{i+1} = T(P^i, \beta'). \]

The expansion of \( T \) can be described in two reactions to counter \( \beta' \).

Favorable reaction is when the return from the \( i \)th simulation is positive and \( k \)th tool was chosen:

\[ p_{j}^{i+1} = p_{j}^{i} - a p_{j}^{i}; \quad \forall j, j \neq k, \ 0 < a < 1 \]

\[ p_{k}^{i+1} = p_{k}^{i} + \sum_{j=1,j \neq k}^{n} a p_{j}^{i}; \]

Unfavorable reaction is when the return from the \( i \)th simulation is negative and \( k \)th tool was chosen:

\[ p_{j}^{i+1} = p_{j}^{i} + \left\{ \frac{b}{(n-1)} - b p_{j}^{i} \right\}; \quad \forall j, j \neq k, \leq 0 < b1 \]

\[ p_{k}^{i+1} = p_{k}^{i} - \sum_{j=1,j \neq k}^{n} \left\{ \frac{b}{(n-1)} - b p_{j}^{i} \right\}, \]

where \( a \) is the reward parameter and \( b \) is the penalty parameter. They can be strategically set to offset the weights of the favorable or unfavorable return according to the desired scenario.

Initially, all qualified tools are set to have equal probabilities so that they would have an equal chance to be chosen to perform the next pass of the cutting path. Based on the result from the simulation, the tool returning the best performance (e.g. shortest cycle time) is chosen for the pass and its probability is asymptotically increased, while probabilities for other tools are decreased. On the other hand, if the performance of the chosen tool is degraded from its previous pass, the opposite actions are applied. Note that the reward would be greater than the penalty, if the penalty parameter were set to equal the reward parameter. This gives the degraded tool other chances to prove itself until its probability is penalized to below the level of the others. This tool selection iterates until the path is completed.

2.4 Integration

The three modules described work cooperatively from extracting the machinable features to generating the optimal CNC programming plan. While the modular nature of the system permitted the implementation of these modules individually, an effective integration of these modules to achieve the planning goal is needed. The classical goal of integration of modular systems is high cohesion but low coupling. This allows the autonomous operation of each module and lessens the interf erences between modules. The design of these modules follows this principle and the goal of integration can be achieved.

The operation and integration of the feature extraction module are straightforward. It represents and stores the machinable features and the updated blank configurations independently of other operations. The input could be a CAD model of the part to be machined and/or specific preferences from the operator or programmer. The output is a simple set of feature and updated-blank pairs. Hence the integration of this module into the system is simple. The capturing techniques and data representation of the input are outside the scope of this paper. Relevant information will be described in future publications.

The integration between the tool competition module and the tool optimization module is also simple but with an added element. Their operations must be synchronized in order to generate an optimal path with multiple passes. The input of the tool competition module is the feature and updated blank pair from the feature extraction module. It outputs a set of capable tools that can machine the given feature that in turn becomes the input for the tool optimization module. The tool optimization module examines each tool in the set for each pass in the cutting path of the feature and outputs the best tool for that pass. These cooperative
operations iterate until the feature is completely machined. While the generated tool set is being examined, the tool competition module can process the next feature from its input. However, it must output the next capable tool set in synchronization with the input of the tool optimization module to reduce storage and processing overheads. This tool competition and optimization processes propagated to all the features of the part to be machined. Integration of these two modules into the system can then be carried out as a unified module. Figure 1 shows the schematic of the integration.

3. Machining parts

To machine a part, the feature extraction module divides the part into a number of machineable features and arranges them into an ordered set along with the corresponding blank configurations according to the machining topology or operational preferences. For each of this ordered pair, the tool competition module recommends a set of capable tools to machine the feature and the tool optimization module, through simulation, evaluates and selects the optimal tools among the recommended tools. The process of tool recommendation and selection iterates until tools for all the features are selected. The outcome is an optimal plan for the CNC programming. Figure 2 shows the schematic of the operation of the system.

The following is an example to illustrate the operation of this intelligent planning process for CNC programming and to verify its feasibility.

The part: 2in × 2in long cylindrical sleeve with a 1½in o.d. through hole:

\[ p_0 = (f_1 = \text{bore}, f_2 = \text{o.d.}, f_3 = \text{front face}, f_4 = \text{back face}); \]

The blank: 2½in × 4in cold rolled steel bar with 1½in chucking length.

\[ B = \text{as described}; \]

The machine: two-axis CNC lathe with eight-tool turret ATC; spindle speed and feed rate are negligible for this example.

The K-base:

\[ S = \left\{ \begin{array}{l}
\text{tubular part; } \\
\text{rough cut; } y_1 = \begin{cases}
\text{bore, } & z_1 = \text{bore, } \\
\text{o.d., } & z_2 = \text{o.d., } \\
\text{front face } & z_3 = \text{front face}
\end{cases} \\
\text{finish cut; } y_2 = \begin{cases}
\text{bore, } & z_4 = \text{front face, } \\
\text{o.d., } & z_5 = \text{bore, } \\
\text{back face, } & z_6 = \text{o.d., } \\
\text{parting } & z_7 = \text{back face, } \\
\ldots, x_n (...) & \ldots
\end{cases}
\end{array} \right\}; \]

Preset tools: 1in × 4in finish-cut boring bar; optimal cutting depth 0.005-0.01in:

\[ T_1 = \left\{ c_1 \begin{cases}
\text{drill hole; } r_1 = [1\text{" }\phi \text{ hole}] \\
\text{r_2 = \leq 4\text{" deep}}
\end{cases} \right\}. \]

Left side rough-cut tool; optimal cutting depth 0.02-0.1in:

\[ T_4 = \left\{ c_1 \begin{cases}
\text{machine o.d.; } r_1 = \text{over } \phi \text{ size} \\
\text{r_2 = \leq 0.1\" optimal cutting depth, } \\
\text{r_4 = rough cut quality: } \geq 0.01\" \text{under } \phi \text{ size}
\end{cases} \right\}; \]

Left side finish-cut tool; optimal cutting depth 0.005-0.02in:

**Figure 1**
Integration of the feature extraction, tool competition and tool optimization modules
The plan can be incorporated into CAD/CAM systems for the CNC programming of the actual machining.

### 4. Conclusion

An automated process-planning system can reduce the bottle-neck burden of CNC machining. The system presented utilizes knowledge base, blackboard system and machine learning technologies to automatically plan and optimize the CNC programming process. Its flexibility and simplicity allow the inclusion of meta-knowledge and operation-specific preferences, as well as dynamic updating. Users can adjust the granularity of the knowledge and information input into the system to satisfy their needs and preferences. It can also be incorporated or integrated into CAD/CAM systems for direct CNC programming. Future expansion of this system will include the development of new machining and automation technologies and relevant knowledge such as high-speed machining, motion dynamics, geometric error compensation, characteristics of machines, tools and materials, etc. The intelligent process-planning system will accommodate and facilitate the implementation and operation of these technologies and processes. It is a true, fully automatic planning system for CNC programming and automation controls within its knowledge domain. It can evolve and grow dynamically along with the acquisition of new knowledge and techniques.
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Abstract
A flexible manufacturing system (FMS) is a complex manufacturing system and it demands a robust control software for its scheduling, planning and control functions. This paper describes the development of an agent-based infrastructure for the control of a cellular FMS. The FMS in this project is a flexible assembly cell (FAC), comprising two assembly robots and a conveyor system. The aim is to establish a multi-agent control system with good expandability and to be able to cope with dynamic changes in the FAC. The proposed agent-based FAC control system comprises a collection of agents implemented in a distributed control network. The approach of the agent design is based on the object-oriented modelling technique. According to the proposed control architecture, a standard agent template has been designed for the establishment of individual agents in the agent-based system.

1. Introduction
Flexible manufacturing systems (FMS) are able to manufacture products in small quantities with an efficiency comparable with that of high volume production. An FMS consists of flexible manufacturing units (robots, CNC machines, etc.), automated material-handling devices such as automatic storage and retrieval system (AS/RS) and automatic guided vehicle (AGV). The equipment and workstations are linked to a computerized control unit. Traditionally, manufacturing systems are commonly established with centralized hierarchical control software. In hierarchical control structure, control decisions and decomposition of the tasks are distributed downward to the lower hierarchy and the information of individual components is sent upward to components in the higher hierarchy. The tight working relationship between components is hardly changed, even if one of the components in the same hierarchy is added or removed. However, the control software of a hierarchical control architecture is in general difficult to develop and implement for advanced manufacturing systems such as an FMS. It is also not flexible enough to cope with the dynamic changes of manufacturing processes. This is due to the lack of a dynamic model to deal with the real time product and process changes (Naylor and Volz, 1987).

Since the advent of computers, the rapid progress of computer applications in manufacturing has been focused on achieving autonomous control (Barber, 1999; Huang and Nof, 2000), distributed control (Yeung and Moore, 1995; Hiroki et al., 2000), intelligent manufacturing (Sobolewski, 1998), conceptual and system integration of the manufacturing system (Siemiatkowski and Przybylski, 1997; Harish and Peihua, 1997; Gong and Hsieh, 1997), fast response to the external environment and adaptability to changes in the manufacturing system.

In recent years, researchers have attempted to apply agent technology to manufacturing enterprise integration, supply chain management, manufacturing planning, scheduling and control, materials handling, and holonic manufacturing systems. For applications in decentralized manufacturing control, agents communicate and negotiate with one another to perform the operations based on the available local information. The overall performance of a decentralized manufacturing system depends on the negotiations among the agents and the quality of the data used to make these decisions.

This paper describes the development of an agent-based infrastructure for the control of a flexible assembly cell (FAC). The proposed agent-based FAC control system comprises a collection of agents implemented in a distributed control network. The approach for designing agent-based FAC control system is based on the object-oriented modelling technique. According to the proposed control architecture, a standard agent template is proposed to implement individual agents in the agent-based system.

2. Agent applications in FMS control
For FMS design, researchers have recognised the importance of establishing an intelligent and distributed framework in the development of the control system. The application of agents has received much attention in the distributed AI (DAI) community. The benefits of using agents in problem-solving and decomposition ability
can be demonstrated in the works by Lesser (1995) and Fraile et al. (1999). According to Kouiss et al. (1997), agents are:

... the entities in a system which can perform a task in an intelligent way but it can make decisions with other agents in the system. The addition or removal of an individual agent will not affect the overall system performance.

In agent-based applications, agents have the capabilities in communication, negotiation and thinking (Shoham, 1993). Researchers have also identified the potential of DAI in solving various complex manufacturing system problems with multi-agent systems (MAS) (Basran et al., 1997; Nagata and Hirai, 1994; Franklin and Grasser, 1996; Noronha and Sarma, 1991).

Agent models are built and implemented in order to attain the flexibility, reusability and fast response to both internal and external uncertainties in the shop-floor environment (Monostori and Kadar, 1999). Agent-based FMS control systems are mostly established in the hybrid structure to enhance the inter-communication, negotiation and cooperation. This is a compromise between the hierarchical and heterarchical control structures. The main purpose of the agents is to obtain global objective from local agent solutions (D’Ambrosio et al., 1996). The use of agents enriches the reliability and flexibility of manufacturing-planning and scheduling functions in the dynamic manufacturing system (Maturana and Norrie, 1996). The agent structure provides reconfigurability to changes. The agents also provide the fault tolerance capability to the manufacturing cell. This capability is achieved by the re-allocation of the resources. Other examples of applying agent technology in the development of FMS control system are found in Miyashita (1998), Sousa and Ramos (1996, 1999) and Lima et al. (1999). Peng et al. (1999) used agents in applications in manufacturing design, planning, scheduling and simulation in a distributed intelligent environment. Butler et al. (1995) applied the agents to represent manufacturing resources such as workers, cells, machines, tools and AGV to improve the planning, scheduling and execution of the FMS. Fox et al. (1993) incorporated an agent-based scheduler into FMS manufacturing-planning and scheduling systems. Agents with bidding mechanism are proposed by Shaw and Fox (1993) in FMS control system.

Recently, researchers have attempted to apply intelligent agents and object-oriented modelling in developing FMS control systems (Kadar et al., 1998; Lei et al., 1998). The object-oriented modelling methods are appropriate modelling and implementation approaches to represent the flexibility, real time response of the complex agent-based manufacturing control systems (Reveliotis, 1999; Gambin et al., 1989). The object-oriented method is able to reduce the design complexity and increase the reusability of the FMS control software.

### 3. Configuration of the FAC

Figure 1 depicts the configuration of the FAC. The FAC comprises two Adept SCARA-typed assembly robots and a conveyor loop with four conveyors. The two robots are controlled by a single Adept programmable controller. Assembly operations and material-handling tasks can be handled by these two robots. Stops are located at the front of the two robots (the area is called the robot-processing area), so that pallets are clamped for robot processing. The robot controller is equipped with two serial communication ports for communication.

There are four conveyors in the FAC. They form a loop connection for pallets transportation. Sensors, pneumatic cylinders, signal indicators are controlled by a programmable logic controller (PLC). The PLC is employed as the central processing unit for the motion control of the conveyor system. A ladder diagram is used to prepare the control program for the control logics of the transportation system. The PLC is equipped with a serial communication port for communication.

In the current implementation of the prototype control infrastructure for the FAC, a network of four computers is used. That is, there is no single central control computer. The control software is established as a multi-agent system with different agents installed in different computers in the network. The computers are configured into a local area network with the TCP/IP communication interfaces. Within the system, serial communication connections are the basic interfaces for connecting the hardware devices and the computers, while the agents communicate in the network through the TCP/IP. Using this approach, it is straightforward to connect the control system, and hence the assembly cell itself, to the Internet to establish Web-based applications.

According to the design of the FAC, only six pallets are allowed to co-exist in the system at the same time. During the assembly operations, the working area over the pallets is restricted by the working envelope of the robots. The payload is also
TCP/IP and serial communication ports are the two main communication media between agents. Error detection of the network status have also been built to prevent the loss of data transfer of the TCP/IP communication.

4. Agent in the FAC control system

The prototype agent-based system consists of a number of individual agent units corresponding to specific functionalities in the physical configuration of the FAC. They are listed as follows:

- **Scheduling agent.** The scheduling agent is responsible for coordinating the tasks between the pallet identity agent, the barcode reading agent and the conveyor control agent. This agent links up with the central database to retrieve and save the overall system information. It is embedded with a specific scheduling algorithm to cater for the scheduled instruction in the FAC.

- **Pallet identity agent.** The pallet identity agent is responsible for the provision of the local pallet information and pallet position information from the sensor position translation agent. The information is sent to the scheduling agent, barcode reading agent and conveyor agent. The agent has its own pallet information database.

- **Barcode-reading agent.** The barcode-reading agent is responsible for the provision of the local barcode information from the barcode signal-polling agent. This information is sent to the scheduling agent, the pallet identity agent and the conveyor agent. The agent has its own barcode information database.

- **Conveyor control agent.** The conveyor control agent is responsible for the provision of the local solution from the two sub-level conveyor agents. The information is required by the scheduling agent, the pallet identity agent and the barcode-reading agent. The agent has its barcode information database.

- **Sensor signal interpreter agent.** The sensor interpreter agent is responsible for the provision of the local sensor information from the sensor position translation agent. The agent co-operates with the pallet identity agent to identify the pallet locations. The agent has a common pallet information database, sharing the information with the pallet identity agent.

- **Barcode signal-polling agent.** The barcode signal-polling agent is responsible for the provision of the local barcode information from the barcode readers. The information pending from the barcode readers will be read to the agents in default time intervals.

- **Sensor position translational agent.** The sensor position translational agent is
5. Object-oriented design and modelling

The object-oriented approach is adopted in the development of the agent-based FAC control system. Basically, agents in the system are modelled by specific object relationship, class attribute and behaviour of the physical components or operating functions in the FAC.

Object-oriented modelling and analysis have been a popular choice for developing real time distributed control applications (Nett et al., 1998). The applications benefit from the fast processes, quick response, and complex interaction with synchronous inputs and environmental adaptability between objects in these software design models. By using the fundamental ideas of objects, classes, methods, messages, encapsulation, inheritance, polymorphism (Becker et al., 1994), a very complex system can be decomposed into many simple systematic and object-oriented structures.

Three types of system models are usually established in the implementation of the object-oriented technique: the object model, the dynamic model, and the functional model. Application of an individual model displays an incomplete picture of the system.

Figure 2
Some agents in the example FAC
Using the three models together, we can develop a complete model for the FMS control system. The three models-building stages can be seen as different phases for the design and analysis of the system. The object model analysis phase is the stage for finding the static structure objects in the FMS control system and their relationship. The most important objects for the system in the real world will be extracted and added into the object model. The association between the objects will then be identified. The object-oriented design and analysis approach using the object model provides clear pictures for building potential objects and then finding out the messages required to be sent between the objects in both the dynamic and functional models.

5.1 Object model
The object model is the essential model for the construction of classes of objects. With this model, the unified representation of the objects can be constructed into an object-oriented program. Examples of detail object declaration of the object model are illustrated in Figure 3 and the object model diagram (Figure 4) illustrates the relationships between the classes or objects. The agent relationships give the indication for the construction of the object model. The object model provides the program’s definition on the objects or classes required for the agents. A group of objects or classes may represent an individual agent but the object model provides the basic object units definition for each element inside the cell. The object model in Figure 4 provides more practical information for the connection between the devices and the logical or controlling units inside the flexible manufacturing cell. The model shows the set of objects exist in the system, together with their corresponding relationship, attributes and operations. As object classes are the essential elements in the object-oriented representation, the object model depicts the static view of the overall agent system and shows the relationship of dependency between classes. In the object model, physical communication is represented by the edge connecting two objects. In the current implementation of the FAC, TCP/IP is used for the connection between the scheduling agent, the conveyor agent, the barcode-reading agent and the pallet identity agent. This interface is used for the controlling functions involving bidding contract, device availability status and problem information reporting. On the other hand, serial communication and direct electronic signal wiring are used in the physical connection between the other agents, to transmit signals involving low level controllers (PLC, special hardwired circuit, etc.), barcode readers and sensors. The structure of the object model shows the preliminary infrastructure of agents. The necessary agents and objects are clearly shown during the system development stage. Additional agents can be built at any time as objects in the system program with proper message interface.

5.2 Dynamic model
Figure 5 shows the event trace diagram of the system, when the bid request is sent from the scheduling agent. The diagram shows the sequence of the events. It provides the location of the information flow for any particular event. The dynamic model contains information not available in the static object model and use case diagrams. It therefore provides a picture indicating the activities of the FAC in the dynamic time domain. The sequences of the operations for different objects are illustrated in the dynamic model, which can help the system programmer to develop the behaviours of the agents. The origin and destination of a message are shown explicitly in the diagram. The sequence is initialized at the top of the diagram. The scheduling agent requests vacancy resource from both the robot agent and the conveyor agent. If the two agent resources are available, allocated resources will then be distributed to the corresponding agents from the scheduling agent and the process will then be assigned to the equipment agents.

The use case diagram (Figure 6) shows states of the FAC from the user point of view. The diagram presents the set of required actors (manufacturing devices or virtual entities/agents) and relevant processes; therefore, the relations of the inputs to the outputs are clearly shown in this use case diagram.

5.3 Functional model
The functional model provides additional information which is not present in the object model and the dynamic model. Figure 7 depicts the data flow diagram representing
the functional model. It is used to illustrate the output values in the prototype system. The functional model shows the dynamic information flow only, ignoring how and when the information changes in the system.

6. Implementation of the agent system

Corresponding to the implementation of the agent-based infrastructure proposed for the FAC control system, a formalized agent structure is proposed. In this FMS control system, each agent comprises six important layers. They are communication layer, data layer, preceptor layer, effector layer, agent’s logic layer, and error-handling layer. The communication layer deals with the TCP/IP communication task with other agents. The preceptor and effector layers are responsible for the control of the real time shopfloor information. The agent’s logic layer is the “brain” of the agent. The degree of autonomy of an agent depends on this layer design structure. Intelligent objects can be added inside this layer to increase the flexibility of the agents. Besides, this layer handles rapid responses to the dynamic changes to the shopfloor environment of the agent. Error handling, such as machine breakdown, or other undesired events, are handled by the
error-handling layer of the general agent structure. Java programming language format is used to illustrate the mapping of individual agent structure to the object-oriented programming structure. Additional layers are reserved for other purposes in the future development of the agent.

Figure 8 shows an example on the mapping of the agent design structure to the Java programming structure. For a new agent, a name should be given for identification. In the example, the name of the new agent is "agentx"; "agentx" can be inherited from an existing agent, "agenty". That is, agenty is the parent of the new agent. All the characteristics of the parent agent can be re-used by this new agent. Additional common structure of the agent’s methods can also be shared by using the keyword “implements”. In this example, “agentx” shares the methods of “agenty”.

Apart from sharing and inheritance of properties from other agents, it is also possible to create new methods for agents with unique functionalities in the control system. The data layer, preceptor layer and effector layer can be inherited by “agentx” using the object creation syntax:

```java
new object name =
new exist_layer_template_object.
```

Using this syntax, new objects will be created from the template exist_layer_template. The
newly created object exists in the new agent only and it is independent of other agents. The contents, program logic and execution of the new agent’s object will be executed without interference with other agents inherited from the same layer template.

The agent template is the generic agent program structure for the agents throughout this FMS control system. The object or class creation for the agents is similar in object-oriented programming languages. The Java programming example for the generic agent template is introduced to illustrate the generic agent structure for the FMS control system.

Figure 9 shows an example of the generic agent template in the FMS control system. Line 1 shows the package name for the FMS control software, which is used to define the system program name. The objects inside this package cannot be used by other packages. The agent object is defined in line 2; the RobotControlAgent is the name of the object. The objects, classes and methods below line 2 are encapsulated inside the RobotControlAgent. The underlined statement in line 2 is implemented optionally. Inheritance is achieved in Java using the “extends” keyword. The inheritance of the agents depends on the similarity of the object. If a prototype of the agents is built, agents can inherit from the prototype object by using the “extends” keyword. The keyword “implements” in the statement means the using of the interface object in the agent class “RobotControlAgent”. With the “implements” keyword, the interface object can be used by other agents, if it is commonly used throughout the FMS control system.

Lines 4-9 are the contents for the “RobotControlAgent”, which is the program entry point for the agent. Agent methods, named “AgentMethod1” and “AgentMethod2” (the methods are the programming code for the operations defined in chapter 4 for the agents) in this example, are then listed. The contents for the agent method are written within the brackets “{”.

By using the object-oriented models in the design and analysis stages, necessary models and interfaces are determined before the actual program codes are developed. This can help to reduce the redundant codes at the development stage. The use of the TCP/IP protocol can also increase the mobility and the communication capability of the agents. Communication is not restricted by the physical environment, and an agent can communicate with the other agents in any location if the TCP/IP connection is installed.

The Java and Visual Basic programming languages are used in the development of this agent-based FAC control system. Both Java and Visual Basic have well developed supports for the TCP/IP communication protocol. It is easy to establish the interface between the shopfloor control and the Internet communication through the TCP/IP interface. In addition, the FAC control system is able to support mobile communication through the Java-based Servlet development tool. The Servlet application provides a powerful interface to communicate with the mobile phone by the wireless application protocol (WAP). It helps to increase the capability of the monitoring and control function by using mobile devices.
7. Conclusion

In the current implementation of the prototype multi-agent system, agents are installed in different controlling computers in a LAN through the TCP/IP interface. In the corresponding agent control computers, graphic user interfaces (GUI) are established to provide the real-time status of the FAC and the agents. Using the object-oriented models in the design and analysis stages, necessary models and interfaces are determined before the actual program codes are developed. This can help to reduce the redundant codes at the development stage. This can also reduce the investment cost, because most of the program design problems are found at the early stage of program development. Fast response to the system preceptors (sensors, robot controller messages) is also shown by using distributed agents in the FAC.

For future research, the agent-based infrastructure can be expanded to more complex manufacturing control systems. More objects or agents can be added to the control system. For instance, it is possible to add-in the process-planning agent, product design agent, and machining agent to cope with additional planning and control functions and activities.
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Abstract
An approach to extract machining features for casting parts is presented. It is capable of recognizing interacting machining features. There are five phases in the recognition process: Boolean difference of the final part model and the raw part; identification of machining faces (M-faces) from the final part model and the raw part model; decomposition of the removed simple volumes into delta simple volumes based on M-faces; gluing the delta simple volumes into sets of feasible simple volumes based on M-faces; testing. This strategy is process-oriented and feature-independent. It recognizes all features that can be produced by common machining operations in a uniform way and produces alternative sets of machining features.
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Nomenclature
Raw part model (RPT) = a 3D stock specified by the user.
Final part model (FPT) = a 3D part to be produced from RPT.
Total removal volume (TRV) = the Boolean difference of the RPT and FPT, which may consist of one or more disconnected bodies or lumps.
Delta removal volume (V) = the disconnected bodies or lumps which, produced by Boolean difference of the RPT and FPT machining, feature a continuous volume that can be removed by a single machining operation in a single set-up.
Non-machining face (NM-face) = the face on the TRV inherited from FPT.
Machined face (M-face) = the face on the FPT at which material is removed by machining processes from the RPT.
Color attribute face (C-face) = the face on the DSV produced by partitioning.
Simple volume (SV) = a volume produces an empty set partitioned by its M-faces.
Delta simple volume (DSV) = the partitioned delta simple volume.
Feasible simple volume (FSV) = the glued maximal simple volume.

Introduction
Mechanical parts are typically manufactured using multiple manufacturing processes that include primary and secondary processes. Primary processes, such as casting and forging, realize the primary shape of the part, while secondary processes such as machining generate more detailed shape of the part. The machining operations are carried out on the component where critical functional requirements like fits and assembly arise, and hence the material removal volume generally falls below 10 per cent of the total stock volume. This is a common phenomenon in automobile- and machine tool-manufacturing industries. This paper focuses on such types of part models and provides a unique approach to extracting their complex features.

Unlike most of the previous research, this approach is based on the general techniques for dealing with intersecting features. The features handled in this paper are restricted to machining features only, which can be considered as the portion of a part having some manufacturing significance and can be created by common machining operations, such as drilling, boring, reaming, milling, shaping, planing, broaching, etc. The initial input to the system is FPT, RPT and the reference position of FPT with respect to RPT in the workspace. The TRV is obtained by conducting a Boolean decomposition process. Faces on the TRV are segregated into M-faces and NM-faces, and the interfering removal volumes are partitioned into delta simple volumes with their M-faces. A generate-and-test strategy is then used to glue the delta simple volumes into accessible and feasible simple volume features. Computational geometry techniques are used to produce the sets of feasible simple volume features. Because some sets of machining features may not be accessible, the features’ accessibility and their interactions with others are analyzed and tested in a verification phase. The validity tests ensure that each set of the proposed features is accessible, does not intrude into the desired part, and satisfies other machinability conditions. The process continues until it produces a complete decomposition of the
Related works

There is much literature in the area of feature extraction. The following review focuses on those closely related to the machining feature extraction based on the volume decomposition problem dealt with in this research.

Woo (1982) developed a decreasing convex hull algorithm, which decomposes the workpiece as a series of either additive or subtractive solids. Kim (1992) used an alternative sum of volumes with partitioning (ASVP) derived from some edges to solve the non-convergence problem of convex decomposition. Currently the method can be applied to the polyhedrons because of the complexity of convex hull composition for curved objects. But the conversion from decomposed convex components to machining features is not guaranteed. Wang and Chang (1990) developed a backward-growing feature recognizer capable of decomposing intersecting features into elementary machined shapes. Tseng and Joshi (1994) combined volume decomposition and volume reconstruction to provide multiple interpretations for interacting machining features based on predefined features. Karinthi and Nau (1992) proposed a feature extraction approach based on algebra of features to solve feature interaction problem. Dong and Vijayan (1997) developed a BS-CE approach to minimize the total number of set-ups, and to remove the machining volume as much as possible in a set-up. However, it is hard to get the LBS and NCE (NP), and also some unmachined features may be produced. Shen and Shah (1994, 1998) proposed a process-oriented classification of machining features by using a half-space partitioning method, which recognizes features that can be produced by common machining operations. Bidarra et al. (1998) introduced a cellular representation for feature models that can manage the data effectively to overcome the limitation in the feature-modeling system. Shirur et al. (1998) also used the process-oriented classification for mapping machining volumes to machining operations by encoding geometric shapes into algebraic expression. The process-oriented approach has an advantage over the feature-based approach in that an undefined feature can still be handled as long as it can be produced by a process.

Most of the above approaches match the decomposed volume features into “standard” machining features defined by using a feature-based or hint-based method, which nevertheless will cause problems in robustness. First, the number of representative templates may not be enough in number. Second, the processes of characterizing the templates are almost all heuristic and may not be valid.

The approach introduced in this paper employs the process-oriented approach. It first obtains the machining removal volumes by conducting a Boolean difference operation between the RPT and the FPT. It is noted that the procedure up to this stage is similar to the volume decomposition approach (Tseng and Joshi, 1994; Shen and Shah, 1998; Shirur et al., 1998; Sakurai and Chin, 1994). But from the removal volumes the reported approaches basically map the volumes to processes, and the raw stock used is always a rectangular block. When such an approach is applied to casting and forging stock, problems will arise. For example, the shape of the removal volumes is generally not regular but rather complex in nature. Hence, it is not always possible to map the volumes into processes. To overcome this problem, in this approach, the M-faces are identified from the removal volumes and grouped into clusters, which can be produced by a single process type. The objects handled are faces, not volumes. In such a way, casting and forging components can be handled effectively. The partitioning procedure seems to be the same with Tseng and Joshi (1994); Dong and Vijayan (1997); Shen and Shah (1998) and Bidarra et al. (1998), but Tseng and Joshi (1994) partitioning with extended faces, Dong and Vijayan (1997) with the maximal face and Shen and Shah (1998) and Bidarra et al. (1998) with half-space. Those are computationally intensive. Here, M-faces are used. Each disconnected body obtained by Boolean difference operations between the RPT and the FPT of casting and forging parts is always local, and the number of M-faces on it is usually small. Therefore the computational complexity is not so intensive and alternative sets of feasible machining features can be produced.
Basic concepts

Machining face

A machining face is on the TRP at which material is removed from the RPT. More formally, a machining face is the contribution of the delta removal volume's boundary \( V \) to the final part's boundary \( FPT \), and is defined as:

\[
M - faces = \partial \Delta V \cap \partial FPT
\]

where \( \cap \) denotes non-regularized set intersection, and \( \partial \) is the topological boundary operator. The boundary of the delta removable volume as a source of data for volume searching is more convenient than the boundary of the final part. Because it is easier to show that \( V \) contains only raw part faces to be removed and final part faces to be generated, where \( FPT \) may contain faces that are not machined, which therefore are of no interest.

Machining face vectors

These vectors are used to sign the M-faces on the delta removal volumes and the simple machining volumes. For example, if a delta removal volume has four M-faces, it can be signed using a vector \((1, 1, 1, 1)\). It can also be decomposed into four vectors \((1, 0, 0, 0), (0, 1, 0, 0), (0, 0, 1, 0)\) and \((0, 0, 0, 1)\) to represent the M-face\(_1\), M-face\(_2\), M-face\(_3\), M-face\(_4\) respectively. The footnote 1,2,3,4 represents the order of the M-faces found. The delta simple machining volumes produced by partitioning this delta removal volume can be signed in the same way. For example, if one delta simple machining volume has two M-faces that match the first and the third M-face on the delta removal volume, they can be represented as a vector \((1, 0, 1, 0)\), or be represented as a vector \((1, 0, 0, 0)\) and a vector \((0, 0, 1, 0)\). These M-faces vectors will facilitate gluing the delta simple machining volumes into the feasible simple machining volumes just by classifying them with the same M-face vectors.

Machining volume

Simple machining volume

A simple machining volume is a volume that can be removed by a single machining operation. It may consist of more than one M-face but it produces an empty set by partitioning it using its M-faces. There are two types of simple machining volumes from casting and forging parts, namely, type1 simple machining volumes and type2 simple machining volumes.

Type1 simple machining volumes are to generate features on the part originally. Some examples are shown in Figure 1. They represent basic form features. The typical type1 simple machining volumes on the casting and forging parts are small holes, but there may be other simple machining volumes too, such as pocket, slot, step, etc.

Type2 simple machining volumes come from cast then machined features. Some examples are shown in Figure 2. They are volumes obtained from the features first produced by casting or forging manufacturing processes and then to be machined in order to obtain higher accuracy. So the removal volumes for these are very small.

Type2 simple machining volumes also represent the features that solid simple machining volumes represent. For example, in Figure 2, (a) presents a pocket, (b) is a hole, (d) is a step, (e) is a slot and (f) is a notch. But they are the boundary of type1 simple machining volumes with a certain small thickness. The difference between type2 simple machining volumes and type1 simple machining volumes lies in process mapping. For example, a hole presented by type1 simple machining volume in Figure 1 must drill first, then bore or ream, but the first operation to machine a hole presented by type2 simple machining volume in Figure 2(b) is boring or reaming not drilling.

Two kinds of intermediate simple machining volumes are produced in this system. They are delta simple machining volume and feasible simple machining volume, which are discussed below.

Delta simple machining volume (DSV)

Delta simple machining volumes of a part are obtained from partitioning the \( V \)s of the part with M-faces on it. There is always at least one M-face or C-face on a delta simple volume. Each delta simple volume belongs to a certain \( V \). It is the basic element for the gluing algorithm in the feature extraction system.

Feasible simple machining volume (FSV)

A feasible simple machining volume of a \( V \) on a part is obtained from gluing the delta simple volumes according to the M-faces or C-faces on the \( V \). An FSV set is a candidate simple machining volume set for a \( V \) and satisfies the following conditions:

- Machining all the FSVs in the set can create the \( V \).
- If any one of the FSVs in the set is not machined, the complete part cannot be created.
- Not all the FSVs in the set intersect with one another.

Intersecting machining volume

On the other hand, an intersecting machining volume is a volume that produces
non-empty subsets of the initial volume by partitioning it using its M-faces. Typical intersecting machining volume types are shown in Figure 3.

The number of intersecting machining volume formations is lower, due to the nature of the input (near net shape) and this is one of the main advantages of this approach. This can be very well visualized from the disconnected volumes of TRV. Some intersecting machining volumes may still remain and five possible ways of forming
intersecting machining volumes are used, i.e. simple adjacency, merged adjacency, cross, merged cross, and nested, as shown in Figure 3. It is worth mentioning that by no means is this intersecting volume classification complete, since it is a very complicated issue that needs further research.

In the case of simple adjacency, the intersecting M-faces of the two steps meet at a convex edge, and their common edges do not form a closed edge loop in any single face of a volume. Merged adjacency is a special case of simple adjacency, in which one or more M-faces of each of the two volumes are merged together to form a single common M-face, while others remain the same as in the simple adjacency. In the cross-relationship, one or more M-faces in a volume are split into different parts in the solid model by another volume. The merged cross-relationship is a special case of the cross-relationship but it requires one or more intersecting M-faces of each of the two volumes to merge together into a single common M-face, while others remain the same as in the simple adjacency. An intersecting machining volume may consist of several simple machining volumes. By the partitioning approach introduced in the next section, they can be decomposed into a set of simple machining volumes in the end.

**Machining volume validation**

Machining volumes can be considered as the portion of a part having some manufacturing significances and can be created by common machining operations, such as drilling, boring, reaming, milling, shaping, planing, broaching, etc. These volumes can be removed in a single machining operation in a single set-up. However, a single machining operation may consist of several steps by one or more cutters. For example, a hole may require drilling and boring and a pocket may require several cutter steps to clear the entire volume. Each machining volume typically corresponds to two or more machining faces. The three necessary attributes that must be held in a simple machining volume are:

1. It is contained in the TRV.
2. It can be removed from the RPT in a single machining operation with a three-axis machining center.
3. Its removal creates a portion of the part surface without destroying the part.

**Feasible partition verifier**

In this system, the machining volume validation rules are guaranteed naturally according to the volume decomposition approach. The volumes obtained in the partitioning procedure are simple machining volumes. But, in the gluing algorithm, some volumes that are not simple machining volumes may be produced. So at this stage, the simple machining volume verifier should be used to ensure every output FSV set contains only simple machining volumes. The M-faces convexity relationships are checked to make sure if a volume is a simple machining volume.

To check the convexity of M-faces on a volume is to check the formed edges’ convexities. The convexity definition is just like the common meaning defined in the previous literature. As illustrated in Figure 4, M-face2 and M-face1 have the convex relationship, while M-face1 and M-face3 have the concave relationship. If there is one concave relationship between them, this volume is not a simple machining volume, and is thrown out. The algorithm to judge the convexity between two M-faces is shown in
Figure 5. A feasible simple machining volume must satisfy the following two rules: 1 there must be at least one M-face on it; and 2 if there are more than two M-faces, all the neighboring M-faces must have the convex relationships.

The proposed feature extraction approach

The inputs to the proposed feature extraction system are the FPT and RPT, and the reference position and orientation in which the two models overlap. The feature extraction process proceeds with the following four steps, as taken in Figure 6:

1 generating TRV and sets of disconnected body V;
2 identifying M-faces on each V;
3 partitioning each V into a set of DSV with its M-faces, and getting the M-faces vectors of V and DSV;
4 gluing each set of DSV into sets of FSV based on their M-faces vectors.

The example used to illustrate the system implementation is a link. The FPT and RPT are shown in Figure 7.

Generating TRP

FPT and RPT are the inputs to the system after the machining environment is selected. FPT is then translated to the reference position and the orientation of the RPT. This is followed by the Boolean difference of FPT and RPT, resulting in the TRV, which may be one body or a set of disconnected bodies. The TRV can be expressed as:

$$TRV = \{\Delta V_1; \Delta V_2; \Delta V_3; \ldots \Delta V_i; \ldots \Delta V_n\}$$  \(2\)

where \(n\) is the number of disconnected bodies and \(V_i\) is certain delta removal volume.

For the link, FPT and RPT have the same center, so they overlap each other. Their position and orientation are shown in Figure 8. After Boolean difference, one delta volume is produced, as shown in Figure 9. Its TRV can then be expressed according to Equation (2), where \(n\) is equal to one, by:

$$TRV = \{\Delta V_i\}$$  \(3\)

Identifying M-faces

The faces of TRV are primarily categorized into two types, namely M-faces, which come from the FPT, and NM-faces which come from the RPT. In the TRV, each \(V_i\) possesses at least one M-face. By performing topological intersections between faces of \(V\) and faces of FPT, the M-faces can be obtained. This operation can be expressed as:

$$\Delta V = \sum_{i=1}^{m} M\text{-face}_i + \sum_{i=1}^{n} NM\text{-face}_i$$  \(4\)

The segregated M-faces are of more importance than the NM-faces because these faces correspond to surfaces obtained during machining operations. The next step is to partition each \(V_i\) into a set of DSV using these M-faces. A simple machining volume is a volume that produces an empty set by partitioning the volume using its M-faces, and the M-faces are called simple M-faces. A single machining volume may consist of more than one M-face.

On the other hand, an intersecting machining volume can produce non-empty subsets of the initial volume by partitioning
the volume using its M-faces, and the M-faces are called intersecting M-faces. This partitioning approach handles these M-faces in a general way.

The M-faces on the delta volume of the link in Figure 9 are shown in Figure 10. It is an intersecting machining volume with intersecting M-faces.

**Partitioning \( V \) with M-faces**

In this section, each delta volume in \( TRV \) obtained by Boolean difference is partitioned into several delta simple volumes by the M-faces on it. The M-faces on a \( V \) are first obtained and put in \( F \) set:

\[
F = \{MF_1; MF_2; MF_3; \ldots; MF_t; \ldots MF_i\}
\]  

where \( MF \) is the M-face found in a \( V \), \( t \) is the number of M-faces found on the \( V \). The footnote shows the order in which the M-faces are found.

Then each \( V \) is partitioned by these M-faces one by one according to the order in which they are found. This procedure decomposes each \( V \) into delta simple volumes. Each \( DSV \) contains at least one M-face. Below is the partitioning algorithm:

**Input:** \( V \) list  
**Output:** \( DSV \) list

Two stacks are defined, one being the input stack, and the other the resulting stack. The resulting stack is empty at first. Take one element \( V \) as input in the input stack at a time, and record its M-faces. Then partition it with its M-faces one by one. For each partitioning, the partitioned bodies are stored in the resulting stack. After finishing, the input stack is filled with the bodies in the resulting stack and then, as they are partitioned by another M-face, the resulting
stack is taken by the newly produced bodies one by one. This process goes on until this V is fully partitioned by its M-faces.

The above partitioning procedures continue till all V are partitioned. Then it can obtain the following sets of DSV:

\[ \Delta V_1 = DSV_{11} + DSV_{12} + DSV_{13} + \ldots + DSV_{1m} \]

\[ \Delta V_2 = DSV_{21} + DSV_{22} + DSV_{23} + \ldots + DSV_{2m} \]

\[ \ldots \]
\[ \Delta V_n = DSV_{n1} + DSV_{n2} + DSV_{n3} + \ldots + DSV_{nm} \quad (6) \]

where \( n \) is the number of delta removal volumes, and \( m \) is the total number of delta simple machining volumes obtained by the partitioning of each \( V \). Combining Equations (2) and (6), obtains:

\[ TRV = \sum_{i=1}^{n} \Delta V_i = \sum_{i=1}^{n} \sum_{j=1}^{m} DSV_{ij} \quad (7) \]

where \( m \) and \( n \) have the same meaning as in Equation (6).

This is an exhaustive partitioning. Each set of \( DSV \) will be reconstructed into sets of \( FSV \) next.

For the link, the M-faces are shown in Equation (8). Figure 11 shows the set of \( DSV \) obtained by partitioning the intersecting volume with the order of these M-faces shown in Figure 10:

\[ F = \{ MF_1 + MF_2 + MF_3 + MF_4 \} \quad (8) \]

and, according to Equation (7), Equation (3) can be expressed at this stage as the following:

\[ TRV = \Delta V_1 = \sum_{j=1}^{9} DSV_{ij}. \quad (9) \]

**Gluing \( DSV \) by M-faces**

This stage reconnects and glues the delta simple volumes \( DSV \) produced in the partitioning process above. The aim is to get the feasible simple machining volumes sets. Each set of \( FSV \) may be machined by a different set of operations and in a different machining sequence. Some may result in better manufacturing practice from the engineering point of view and some may not be lucrative in terms of economic aspects, which are more significant during the process selection.

**Figure 11**

Delta simple volumes after partitioning

Gluing procedure

Figure 12 shows the gluing algorithm. There are several stages in the procedure:

- Find M-faces on \( V \), and get their surfaces and orientations.
- Find M-faces on each partitioned \( DSV \), and get and compare their surfaces and orientations with the ones on the \( V \) obtained from step 1 respectively.
- If more than one M-face is found on this \( DSV \), then judge if there are more than one M-face or C-face found in the previous \( DSV \). If true, then copy the previous \( DSV \) entities which are classified, and put this entity to the corresponding groups separately according to M-faces on it. If false, there is no need to copy the previous \( DSV \) entities classified; just put this entity to the corresponding groups separately according to the M-faces on it. If no M-faces are found, go to step 4. Otherwise, change to the next \( DSV \), and go to step 2.
- Find C-faces on this \( DSV \), which are produced by partitioning with M-faces, so each has the same geometrical and topological information as certain M-faces, get their surfaces and orientations, and compare their surfaces and orientations with the M-faces on the \( V \) respectively.
- If more than one C-face is found on this \( DSV \), then judge if there are more than one M-face or C-face found in the previous \( DSV \). If true, then copy the previous \( DSV \) entities which are classified, and then put this entity to the corresponding groups separately according to C-faces on it. If false, there is no need to copy the previous \( DSV \) entities classified; just put this entity to the corresponding groups separately according to C-faces on it. If no C-faces are found, report error message. Otherwise, change to the next delta simple machining volume \( DSV \), and go to step 2.
- Unite the entities in each M-face group \( G \) and get the \( FSV \) sets for the \( V \), then go to the next \( V \).

This algorithm glues sets of \( DSV \) according to the M-faces vectors.

The above algorithm can be illustrated with the intersecting machining volume of the link. There are four M-faces on the \( V \). So the M-face vector for it is \((1, 1, 1, 1)\) and, after partitioning, it has nine \( DSV \)s. The M-face vectors on each \( DSV \) are shown in Table I.

According to the gluing algorithm, there should be 18 possible \( FSV \) sets. The M-faces
on DSV6, DSV7 and DSV9 have determined the set number. A tree representing the forming of the possible FSV sets is presented in Figure 13. The 18 possible sets are shown in Table II.

So according to the gluing algorithm, more than one set of simple machining volumes for each intersecting V can be produced. The number is determined by the number of M-faces or C-faces on the DSVs and V.

### Table I
M-faces on each DSV

<table>
<thead>
<tr>
<th>M-face₁</th>
<th>M-face₂</th>
<th>M-face₃</th>
<th>M-face₄</th>
<th>C-face₁</th>
<th>C-face₂</th>
<th>C-face₃</th>
<th>C-face₄</th>
</tr>
</thead>
<tbody>
<tr>
<td>DSV₁</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>DSV₂</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>DSV₃</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>DSV₄</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>DSV₅</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>DSV₆</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>DSV₇</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>DSV₈</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>DSV₉</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
</tbody>
</table>

### Testing
The procedures described above are “process-oriented” rather than “feature-oriented”, which makes them independent of feature types or intersection types to be recognized. It evaluates each candidate volume set for its machining characteristics, rather than predefining a closed set of features and hints for recognizing them. In general, many

---

**Figure 12**
Gluing algorithm

**Figure 13**
Tree representing the possible FSV sets
combinations exist and the volume gluing can, if desired, find all valid combinations that satisfy the gluing rules. But some sets may contain volumes that are not simple machining volumes, so each glued volume is tested during the gluing procedure by the simple machining volume validation rules and feasible partition rules described in the previous section. Only a set in which all the volumes are simple machining volumes is a candidate to be machined, that is, it is a feasible simple machining volume set. With this procedure, all the FSV sets are obtained.

Till now, the V and TRV can be expressed as follows:

\[
\Delta V = \bigcup_{k=1}^{l} \sum_{q=1}^{p} FSV_{eq} \tag{10}
\]

\[
TRV = \sum_{i=1}^{n} \Delta V_i = \sum_{i=1}^{n} \bigcup_{k=1}^{l} \sum_{q=1}^{p} FSV_{kq} \tag{11}
\]

where \( l \) is the number of FSV sets of V, \( p \) is the number of simple machining volumes in an FSV set, and \( n \) is the number of V.

Based on the test, all the 18 sets are feasible sets for the intersecting delta volume in Figure 9. Among them, ten sets have four feasible simple machining volumes each, and eight sets have three feasible simple machining volumes each. Six distinct sets are shown in Figure 14. Using Equation (11) to express the TRV of the example, shows:

\[
TRV = \bigcup_{k=1}^{10} \sum_{q=1}^{4} FSV_{kq} + \bigcup_{k=1}^{8} \sum_{q=1}^{3} FSV_{kq} \tag{12}
\]

Case studies

The current implementation of the system uses Parasolid Library (Unigraphics Solutions Inc., 1999) as the geometry kernels, runs on Windows XP platform and in the Visual C++ environment. Parts are created on Unigraphics 17.0 platform, and transformed to .xmt_txt files, which can be recognized by Parasolid. The system has been tested with a large variety of casting parts. The above case is one example tested by the programs developed. A case is used as

<table>
<thead>
<tr>
<th>M-face 1</th>
<th>M-face 2</th>
<th>M-face 3</th>
<th>M-face 4</th>
</tr>
</thead>
<tbody>
<tr>
<td>G1</td>
<td>DSV_1, DSV_2, DSV_8</td>
<td>DSV_1, DSV_6, DSV_6</td>
<td>DSV_7, DSV_6</td>
</tr>
<tr>
<td>G2</td>
<td>DSV_1, DSV_2, DSV_8</td>
<td>DSV_1, DSV_6, DSV_6</td>
<td>DSV_7, DSV_6</td>
</tr>
<tr>
<td>G3</td>
<td>DSV_1, DSV_2, DSV_8</td>
<td>DSV_1, DSV_6, DSV_6</td>
<td>DSV_7, DSV_6</td>
</tr>
<tr>
<td>G18</td>
<td>DSV_1, DSV_2, DSV_8, DSV_9</td>
<td>DSV_1, DSV_6, DSV_6</td>
<td>DSV_7, DSV_6</td>
</tr>
</tbody>
</table>

Figure 14
Sets of FSV
one of the case study parts, which will be discussed below.

The casting material of the case is HT300. The FPT and the RPT as the inputs are shown in Figure 15. There are seven simple machining volumes in this case: five holes, two slots, which are the features that the system should extract. The delta volumes after Boolean difference are presented in Figure 16.

There are six delta volumes after Boolean difference. Among them, five holes are simple machining volumes and the other one with two slots cross-merged is an intersecting machining volume, which has to process further to get two separate slots. This classification is shown in Figure 17. There are nine M-faces on the intersecting volume. After partitioning with these M-faces, it is split into five delta simple volumes, which are shown in Figure 18. After gluing with the nine M-faces, 81 alternative sets of FSV are produced. One of them is shown in Figure 19. The gluing information of these intersecting delta volumes is shown in Figure 19. An FSV set for each is also shown.

**Conclusions**

This paper reports an approach to extract machining features for casting and forging parts. The approach is process-oriented and feature-independent. Each disconnected body
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**Figure 15**

Input models
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**Figure 16**

Delta volumes after Boolean difference
Figure 17
Delta volumes classification

<table>
<thead>
<tr>
<th>Intersecting machining volume</th>
<th>Simple machining volume</th>
</tr>
</thead>
<tbody>
<tr>
<td><img src="image1" alt="Intersecting machining volume" /></td>
<td><img src="image2" alt="Simple machining volume" /></td>
</tr>
</tbody>
</table>

Figure 18
DSV sets obtained by partitioning

<table>
<thead>
<tr>
<th>Intersecting machining volume</th>
<th>DSV after partitioning</th>
</tr>
</thead>
<tbody>
<tr>
<td><img src="image3" alt="Intersecting machining volume" /></td>
<td><img src="image4" alt="DSV after partitioning" /></td>
</tr>
</tbody>
</table>

Figure 19
FSV sets for each intersecting machining volume

<table>
<thead>
<tr>
<th>Intersecting machining volume</th>
<th>The number of FSV sets</th>
<th>an FSV set</th>
</tr>
</thead>
<tbody>
<tr>
<td><img src="image5" alt="Intersecting machining volume" /></td>
<td>56</td>
<td><img src="image6" alt="an FSV set" /></td>
</tr>
</tbody>
</table>
obtained by Boolean difference operation between the RPT and the FPT of casting and forging parts is always local, and the number of M-faces on it is usually small. Therefore the computational complexity is not so intensive. Since feature mapping and the gluing procure are based on the machined faces, the glued volumes can be directly mapped into the machining process and the shape of the removed volume does not play any significant role. These characteristics make the system suitable for handling the complex casting and forging parts. The case and the example also show that the system is able to handle not only simple machining features, but also the complex interacting machining features. The feature extracted by the system can be used in other applications in addition to process planning, e.g. NC programming, fixture planning, etc.
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